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Editor's Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Reviewers of Manuscripts, 2004

Each year thelournal endeavors to publish a list of all the persons
who reviewed manuscripts during the preceding year. Such a list is a com-
pendium of names supplied by the Associate Editors. Because our peer
review system depends strongly on the continuing anonymity of the review-
ers, theJournal publishes these names in alphabetical order without identi-
fication of the associate editors who provided the names and without iden-
tification of the papers they reviewed. The primary reason for the
publication of the list is to express tll®urnal’s gratitude to its reviewers.
Reviewing a paper is often a very time-consuming and demanding task, and
the anonymity requirement yields no professional recognition to those who
generously provide their time to help the Associate Editors decide which
papers should be published and to give constructive criticisms to the au-
thors. TheJournalis justifiably proud of this list, which includes a goodly
proportion of all the researchers and eminent authorities in acoustics and
related fields. In a compendium of this length, omissions and errors are
inevitable. If anyone notices such, please send the corrections and missing
names via e-mail or regular mail to either Elaine Mofasa@aip.orgor
Allan Pierce(adp@bu.edu
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Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

18-22 July 17th International Symposium on Nonlinear Acoustics,
State College, PAAnthony Atchley, The Pennsylvania
State University, 217 Applied Research Lab Building,
University Park PA 16802; Tel.: 814-865-6364; E-mail:
ISNAL17@outreach.psu.edu; WWW: http://
www.outreach.psu.edu/c&ilisnal7/

17-21 October 150th Meeting joint with Noise-Con 2005, Minneapo-
lis, MN [Acoustical Society of America, Suite INO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Te.:

516-576-2360;

516-576-2377, E-mail:

asa@aip.org; WWW: http://asa.aip.¢rg
27-29 October 5th International Symposium on Therapeutic Ultra-
sound, Boston MAE-mail: info@istu2005.org; WWW:

www.istu2005.ord

28 July—1 Aug 9th International Congress on Noise as a Public Health
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Classified by subject and indexed by author and inventor. Pp. 395. Out ofolumes 95-104, 1994-1998 JASA and Patents. Classified by subject and
print. indexed by author and inventor. Pp. 632. Price: ASA members(fdper-
Volumes 2130, 1949-1958 JASA, Contemporary Literature, and Patents. bound; nonmembers $9Cclothbound.
Classified by subject and indexed by author and inventor. Pp. 952. Price/olumes 105-114, 1999-2003 JASA and Patents. Classified by subject
ASA members $20; nonmembers $75. and indexed by author and inventor. Pp. 616. Price: ASA members $50;
Volumes 3135, 1953-1963 JASA, Contemporary Literature, and Patents. nonmembers $9Qpaperboung
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Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

SOUNDINGS

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an astefisk are new or updated listings.

June 2005
1-3

20-23

23-24

27-29

28-1

July 2005
4-8

11-14

August 2005
6-10

28-2

28-1

31-3

September 2005
4-8

5-9

18-21

20-22

27-29

J. Acoust. Soc. Am. 117 (6), June 2005

1st International Symposium on Advanced Technol-
ogy of Vibration and Sound, Hiroshima, Japarfweb:
dezima.ike.tottori-u.ac.jp/vstech2005

IEEE Oceans05 Europe Brest, France (ENST
Bretagne—Technope Brest Iroise, 29238 Brest Ce-
dex, France; Fax: +33 229 00 1098; Web:
www.oceans05europe.grg

2nd Congress of the Alps-Adria Acoustical Associa-
tion  (AAAA2005), Opatija, Croatia (Web:
had.zea.fer.hr

Managing Uncertainties in Noise Measurements and
Prediction, Le Mans, FrancéWeb: www.uncertainty-
noise.org.

International Conference on Underwater Acoustic
Measurements: Technologies and Result¢ieraklion,
Crete, Greece (Web:
UAmeasurements2005.iacm.forth.gr

Turkish International Conference on Acoustics
2005: New Concepts for Harbor Protection, Littoral
Security, and Underwater Acoustic Communica-
tions, Istanbul, Turkey(Web: www.tica05.org/tica05

12th International Congress on Sound and Vibra-
tion, Lisbon, PortugalWeb: www.icsv12.ist.utl.pt

Inter-Noise, Rio de Janeiro,
www.internoise2005.ufsc.r

EAA Forum Acusticum Budapest 2005 Budapest,
Hungary (1. Baba, OPAKFI, Fou. 68, Budapest 1027,
Hungary; Fax: +36 1 202 0452; Web:
www.fa2005.0rg.

World Congress on Ultrasonics Merged with Ultra-
sonic International (WCU/UI'05), Beijing, China
(Secretariat of WCU 2005, Institute of Acoustics, Chi-
nese Academy of Sciences, P.O. Box 2712 Beijing,
100080 China; Fax: +86 10 62553898; Web:
www.ioa.ac.cn/wcu-ui-06

*6th Pan European Voice ConferencglLondon, UK
(Web: www.pevoc6.com/home him

Brazil (Web:

9th Eurospeech Conferencd EUROSPEECH'2009,
Lisbon, Portugal (Fax: +351 213145843; Web:
www.interspeech2005.0rg

Boundary Influences in High Frequency, Shallow
Water Acoustics Bath, UK (Web:
acoustics2005.ac.uk

IEEE International Ultrasonics Symposium, Rotter-
dam, The NetherlanddVeb: www.ieee-uffc.org
International Symposium on Environmental Vibra-
tions, Okayama, JapafiWeb: isev2005.civil.okayama-
u.ac.jp.

Autumn Meeting of the Acoustical Society of Japan
Sendai, JapariAcoustical Society of Japan, Nakaura

October 2005
12-14

17-18

19-21

25-26

27-28

November 2005

4-5

9-11

14-18

December 2005
7-9

January 2006
5-7

May 2006
15-19

June 2006
5-6

26-28

July 2006
3-7

17-19

0001-4966/2005/117(6)/3341/2/$20.00

5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo 101-
0021, Japan; Fax:+81 3 5256 1022; Web:
www.asj.gr.jp/index-en.html

Acoustics Week in CanadaLondon, Ontario, Canada
(Web: caa-aca.¢a

Wind Turbine Noise: Perspectives for Control Ber-
lin, Germany(G. Leventhall, 150 Craddocks Avenue,
Ashtead Surry KT21 1NL UK; Fax+44 1372 273 406;
Web: www.windturbinenoise2005.0rg

36th Spanish Congress on Acoustics Joint with 2005
Iberian Meeting on Acoustics TerrassaBarcelona,
Spain (Sociedad Espaita de Acustica, Serrano 114,
28006 Madrid, Spain; Fax+34 914 117 651; Web:
www.ia.csic.es/seal/index.html

Autumn Conference 2005 of the UK Institute of
Acoustics Oxford, UK (Web: www.ioa.org.uk
*Autumn Meeting of the Acoustical Society of Swit-
zerland, Aarau, SwitzerlandWeb: www.sga-ssa.¢h

Reproduced Sound 21 Oxford, UK (Web: www.io-
a.org.uk.

Australian Acoustical Society Conference on
“Acoustics in a Changing Environment,” Busselton,
WA, Australia (Web: www.acoustics.asn.au/divisions/
2005-conference.shtml

*XVI Session of the Russian Acoustical Society
Moscow, RussidWeb: www.akin.ru.

*Symposium on the Acoustics of Poro-Elastic Mate-
rials, Lyon, France(Fax: +33 4 72 04 70 41; Web:
v0.intellagence.eu.com/sapem2D05

*First International Conference on Marine Hydro-
dynamics, Visakhapatnam, IndiéV. B. Rao, Naval Sci-
ence & Technological Laboratory, Vigyan Nagar,
Visakhapathnam—530 027, India; Web:
www.mahy2006.com

IEEE International Conference on Acoustics,
Speech, and Signal ProcessingToulouse, France
(Web: icassp2006.0yg

6th European Conference on Noise Control(EU-

RONOISE2006, Tampere, FinlandFax: +358 9 7206
4711; Web: www.acoustics.hut.fi/asf

9th Western Pacific Acoustics Conferenc WESPAC

9), Seoul, KoregWeb: www.wespac9.ojg

13th International Congress on Sound and Vibration
(ICSV13), Vienna, Austria (Web: info.tuwienac.at/

icsv13.
9th International Conference on Recent Advances in
Structural Dynamics, Southampton, UK (Web:

www.isvr.soton.ac.uk/sd2006/index.htm

© 2005 Acoustical Society of America 3341
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September 2006 (ISMA2007), Barcelona, Spain(SEA, Serano 144,
13-15 Autumn Meeting of the Acoustical Society of Japan 28006 Madrid, Spain; Web: www.ica2007madrid.org
Kanazawa, JapaifAcoustical Society of Japan, Na-
kaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, To- June 2008

kyo 101-0021, Japan; Faxt81 3 5256 1022; Web: 23-27 Joint Meeting of European Acoustical Association
www.asj.gr.jp/index-en.html (EAA), Acoustical Society of America(ASA), and
Acoustical Society of France(SFA), Paris, FranceéE-
July 2007 mail: phillipe.blanc-benon@ec-lyon)fr
9-12 14th International Congress on Sound and Vibration
(ICSV14), Cairns, Australia (e-mail: July 2008
n.kessissoglou@unsw.edu)au 28-1 9th International Congress on Noise as a Public
Health Problem, Mashantucket, Pequot Tribal Nation
August 2007 (ICBEN 9, P.O. Box 1609, Groton CT 06340-1609,
27-31 Interspeech 2007 Antwerp, Belgium (e-mail: USA: Web: www.icben.org

conf@isca-speech.org

Preliminary Announcement
September 2007

2-7 19th  International Congress on Acoustics  August 2010
(ICA2007), Madrid, Spain(SEA, Serrano 144, 28006 TBA 20th  International Congress on Acoustics
Madrid, Spain; Web: www.ica2007madrid.grg (ICA2010), Sydney, AustraligWeb: www.acoustics.a-
9-12 ICA Satellite Symposium on Musical Acoustics sn.auy.

3342 J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Acoustical News-International



SOUNDINGS

BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Acoustic Absorbers and Diffusers, Theory, (f.rom' draperie.zs. to wooden peWssevgn MATLAB pr.ograms, extensivg
design and application diffusion-coefficient tablegfrom semicylinders and triangles to quadratic-

residue and primitive-root-diffusors

T. J. Cox and P. D’Antonio Diffusor a}ppllcatl(.)ns to roads-lde n0|§e barriers, str‘eet .canyons, as
well as recording studios and music practice rooms are likewise treated.

Spon Press, London, 2004. 405 pp. Price: $159.95 (hardcover). Of particular interest are the authors’ fractal diffus¢fdiffractals”),

ISBN: 0-415-29649-8 which embed high-frequency diffusors within a low-frequency diffusor. |

was also intrigued by their two-dimensional hybrid diffusors, which make

After Marshall, Hyde, and Barron first successfully installed number- use of perforated masks of binary maximum-length sequences whose period

theoretic(“Schroeder”) diffusors in Wellington Town Hall in New Zealand, o

Peter D’Antonio was the first entrepreneur to make reflection phase gratingléength can be factored. Thus,. for exampleé?-21= 1023_= 31>_< 33. (SUCh

(RPGS based on quadratic residues widely available. The present volume i§'asks have also been used in x-ray astronomy for imaging distant x-ray

the gist of his and his collaborators’ experiences with these structures an@mitting stars. There seems to be no end to the useful applications of number

their cousins in the field of architectural acoustics during the last quartetheory to practical problems

century. The book can be highly recommended to workers in the field, as well
After a general introduction, separate chapters focus on basic prinas scientists interested in a broad range of problems and solutions for acous-

ciples of absorbers and diffusors and the measurement of their propertiegea| absorbers and diffusors for all kinds of wavesnar, radar, light
Porous and resonant absorbers are discussed in detail, as are random geo-

metric and number-theoretic diffusors both in one and two dimensions. O
particular interest is a final chapter on active absorption and diffusion, a A,NFRI,ED SCHROE,DER
well as hybrid(active-passiviesystems. University of Goettingen
The book is profusely and exceedingly well illustrated. There are nu-Drittes Physikalisches Institut
merous helpful references and several appendices on absorption coefficier8¥073 Goettingen, Germany
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OBITUARIES

Robert Sydney Gales  1914-2004

Robert Sydney Gales, a Fellow
of the Society, died in his home in San
Diego on May 31, 2004. Mr. Gales
was a former President of the Society,
a leader in underwater sound and hu-
man factors research for the Navy, and

John A. Curtis « 1926-2004

John A.(Jack Curtis, a consult-
ant in architectural acoustics and long-
term member of the Society died on
December 5, 2004 in his home in
Sandwich, Massachusetts. He was
born in 1926 in Harbin, the capitol of

Manchukuo, in northeast China, where
his father was responsible for opera-
tions of the National City Bank of New
York, and he grew up in Tokyo, where
he attended the American School.

Mr. Curtis’s early professional train-
ing was in architecture; he received an
undergraduate degree summa cum
Los Angeles(UCLA), and in 1942 he laude from Princeton in 1950 and the
received the MA in Applied Physics degree of Master in Architecture from
from the same institution. During the Massachusetts Institute of Technology in 1953. He had a Travelling
1938-1942 he worked at UCLA, first on hearing and speech intelligibility Fellowship with the architectgral firm,.Skidmore, Owings "?‘”d Me'rrill, and
under the guidance of Norman Watson, and later on the design of ear pr(;]-_e also worked with the architectural firm of Iversen van Sitteren in Malay-

. ) . sja
tectors for high noise level areas under the guidance of Vern Knudsen and He joined Bolt, Beranek, and NewmgBBN) in 1957 with the origi-

Norman Watson. ) o nal intent of only staying a short period, so that he could learn more about
- From 1942110 1948, he was an Associate Physicist at the War Researcl} pitectural acoustics from the recognized authorities, such as Robert New-
Division of the University of California in San Diego, subsequently renamedynan and William Cavanaugh, who were there at the time. But he liked the
the Marine Physical Laborator§yCSD) where he conducted research on BBN environment and the colleagues there so well that he stayed for 29
ambient sea noise and aural detection of ship and submarine sounds. He thgsars, until he retired in 1986. Positions he held at BBN included those of
joined the Navy Electronics Laboratory in San Diego, later renamed thesenior acoustical consultant and Director of the Division of Architectural
Naval Ocean Systems Cent®OSO). He subsequently became head of the Acoustics. Over these years, he provided consulting services to hundreds of
Acoustics, Behavior, and Communication Division of the Biosystems Re-architectural clients, and he strongly influenced the professional develop-

search Department, and then head of the Airborne Acoustics Branch. Higent of many well-known workers in architectural acoustics, including
S . - A Robert Newman, Theodore Schultz, Robert Hoover, William Cavanaugh,
research activities included detection and classification of sonar signal

wudi f bient ) h ication in th omas Horrall, Carl Rosenberg, Rein Pirn, Parker Hirtle, Jacek Figwer,
studies of -ambient sea noise, speech communication In the Presence gy payig Kaye. The total number of projects, covering a wide variety of

noise, and the effects of airborne noise on personnel. During this period hgyyics is estimated to be in the thousands. Architectural firms with which he
authored or coauthored over 60 papers, reports, and patents, and contribuigliaborated include The Architects Collaborative, Cambridge Seven, Hugh
to many books on underwater sound, noise control, and human engineeringtubbins, Benjamin Thompson, Kallmann McKinnell and Wood, and the
He retired from NOSC in 1980. Architectural Resources of Cambridge. His projects include the AIA Head-
Mr. Gales joined the Acoustical Society of Americ&kSA) in 1940, quarters(The Architects Collaboratiyethe National Technical Institute for
and was elected a Fellow in 1950. He served on the Executive Council fronfhe Deaf at the Rochester Institute of Technolgblyigh Stubbins Associ-

1965 to 1968, and Vice President in 19721973, and President in 1975ate9, IBM Corporate Technical InstitutRTKL), and the Hynes Auditorium

1976. He participated in many ASA committees, including the Coordinatingand C‘?”"er?“o_” Cente(K_aIIm_ann McKinne_II & Wood. N
His principal contributions to the field include the application of

Committee on Environmental Acoustics. As part of this activity, he chaired coustical criteria and the use of electronic sound masking in office build-

the San Diego Workshop on the Interaction between Man-made Noise an?IgS to enhance acoustical privacy. He was a leader in the use of Speech

Vibrations and Arctic Marine Wildlife. A result of this conference was a Privacy Analysis methodology and in the development of computer software
research plan to be followed by Federal, State and Native entities for devethat incorporated such methodology. He developed guidelines for office pri-
oping solutions to noise problems. Mr. Gales was a member of the Americanacy that continue in use today. His writings and presentations in this area
National Standards InstitutdNSI), the Acoustical Standards Board, and include “Simulated Background Noise to Improve Acoustical Privacy in
the three ANSI acoustics standards committees managed by th¢phSai- Buildings,” presented at the Acoustical Society of America meeting in NYC
cal acoustics, psychological and physiological acoustics, and)nbisavas N 1964 and subsequently published as a report by BBN. Other publications

a member of the National Research Council Committee on Hearing andhat had substantial impact on the field of office acoustics include “Noise in
Bioacoustics from 1960 to 1980. the Office” (National _Offlce Prc_)ducts Association, 1969‘Ta_k|ng the
Guesswork Out of Office Acoustic¥BBN, 1979, and “Improving Office

Mr. Gales was a long-term participant in the San Diego Chapter of theAcoustics" (Corporate Design Magazine, 1983

ASA, which he chaired in the early 1_9605' He also §erved on t.he Noise Another principal accomplishment, with Robert Hoover and Robert
Control Board of the County of San Diego. His acoustical consulting prac-jones was in the development, design, and evaluation of the air condition-
tice, in association with Robert Young, involved over one hundred signifi-ing and distribution systems and related noise control methods for concert
cant and varied projects. halls. The work was reported in a presentation, “Noise Control for Air
He is survived by his wife of 61 years, Dede, their three children, andConditioning Systems Installed in the Philadelphia Academy of Music and
three grandchildren. Boston Symphony Hall,” at the ASA meeting in April 1975. Another activ-
ity, with William Cavanaugh, Parker Hirtle, and William Watters, was the
development of sound isolation requirements and criteria for university
study and dormitory facilities. Results were reported at May 1963 and April
1970 meetings. There was also work on criteria for acoustical design of
studio spaces used to produce educational television programs, with the
subsequent publication of an article “Coping with Acoustical Headaches”

was a consultant in architectural acous-
tics.

Robert Gales was born in Boston on
December 12, 1914. Shortly thereafter,
his family moved to California. In
1938, he was awarded a BA in Physics
from the University of California at

KENNETH M. ELDRED
WILLIAM C. CUMMINGS
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(Educational Television, December 196&nother influential article was Griffin died in November 2003, in Lexington, MA, at the age of 88.
“Acoustical Considerations in Integrated Ceilingdfluminating Engineer- ~ He was born on August 3, 1915, in Southampton, NY. He attended Tabor
ing, August 1961 He was prominent among those members of the BBN Academy in Marion, MA, and was a student at Harvard University, receiv-
staff who were honored in 1984 by The American Institute of Architects asing his B.S.(1938, M.A. (1940, and Ph.D(1942 degrees there. While an
“pioneering acoustical consultants who in thirty-five years have almostundergraduate at Harvard, he banded bats to follow their seasonal migra-
single-handedly invented an entire profession by creating an awareness gbns, and in the course of this work became familiar with the long-standing
acoustical considerations in design and by integrating technical solutionguestion of the sensory basis of their orientation at night. It was then that he
based on scientific principles with architectural and artistic concepts.”  collaborated with Robert Galambos to establish its acoustic nature. His doc-
After his retirement from BBN, Mr. Curtis was a supporter and mem- yora) work on migration by birds was supervised by Karl Lashley, a pioneer
ber of the Advisory Committee for the Robert Bradford Newman Studentj, pehavioral research on brain function. From 1942 to 1945 he was a

Award Fund, established in 1984 and now administered by the Technicahesearch Associate at Harvard, where he worked on war-related projects
Committee on Architectural Acoustics of the Acoustical Society of America.,, i 5 5 Stevens. Following World War II, he went to the faculty of
He wrote the annual newsletter for the fund for many years, Wh".:h 93V omell University as Assistant Professor of Zooldd®46—47, Associate
more than 150 Newman Medals to students at more than 35 un'vers't'eérofessor of Zoology1947—1952, and Professor of Zoologil952—1953

around the world, as well as awards of Theodore John Schultz Grants su?ﬁ 1953, he returned to Harvard as Professor of Zoology and served as

porting research and development of new teaching methods in arc:hitectur@hairman of the Department of Biology from 1962 to 1965. During this

acoustics. time at Harvard, he wrote the influential bodkstening in the DarkK1958),

which recounted the discovery of echolocation and what had been learned in

the early years of research thereafter. In 1965, Donald Griffin moved to the

Rockefeller University in New York City. Griffin's laboratories were vari-
ERIC W. WOOD ously at Theobald Smith Hall, at the New York Zoological Society in the
THOMAS R. HORRALL Bronx, and later at the field research center in Millbrook, NY. When Griffin
CARL J. ROSENBERG retired from Rockefeller in 1986, he spent a year at Princeton University and
ROBERT M. HOOVER then returned to Harvard, where he worked at the Concord Field Station and
WILLIAM J. CAVANAUGH occasionally taught undergraduates. In this final period of his life he contin-

ued his experimental work on bats, birds, and beavers.
Donald Griffin was awarded honorary Doctor of Science degrees from
Donald Redfield Griffin « 1915—-2003 Ripon College in 1966 and from Eberhard-Karls Univetsiibingen in

. ) . ", 1988. He was a member of the National Academy of Sciences, American

~ The Society notes the passing of Donald Redfield Griffin, a notedacademy of Arts and Sciences, American Philosophical Society, Animal

biologist, who, with Robert Galambos, discovered that bats use biologicaggpayior Society, American Society of Zoologists, Ecological Society of
sonar to perceive their surroundings. Griffin’s work is extensively cited in America, and the American Physiological Society. He served as a trustee of
this Journal, and he is generally recognized as one of the major contributorﬁle Rocl;efeller University and was President of the Harry Frank Guggen-

_to_ the develop_ment of the emerging field of _animal bioac_ogstics. He‘ NEVE eim Foundation from 1979 to 1983. For many years he had an association
joined our Society, probably because at the time when Griffin was doing his ith the Woods Hole Oceanographic Institution, where he was elected a
most significant work, the Society was not as actively involved in this aspec%'vember of the Corporation in 1964 '

of acoustics as it is now. Two special sessions in his memory were held al' - . ) )
P y For a fuller account of Griffin’s life and for a list of some of his more

the New York City meeting in May 2004. The sessions were sponsored by . ificant publicati It the bi hical ir published
the Animal Bioacoustics Technical Committee, with the title “Natural signiticant publications, one may consult the biographical memoir publisne

acoustic behavior of animals: Session in memory of Donald R. Griffin” by the National Academies Press, currently viewable online at the site http://

Acoust. Soc. Am115(5), Part 2(2004]. The abstracts from those sessions WWW.nap.edu/readingroom/books/biomems/dgriffin.html
give a strong affirmation of the impact of Griffin’s work on the research of
many members of this Society. JAMES A. SIMMONS
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REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviews of Acoustical Patents

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039

JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068

SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue M/S PB92, Fresno, California 93740-8001
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228

DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344

DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526

NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290

WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802

ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, Univ. of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,846,365 6,847,588
43.25.Yw METHOD AND APPARATUS FOR 43.30.Wi METHOD FOR CHANGING THE
ACOUSTIC SUPPRESSION OF CAVITATION FREQUENCY FOR SAMPLING SONAR

WAVEFRONTS

Sameer |. Madanshetty, Manhattan, Kansas

25 January 2005(Class 1341); filed 30 May 2002 George Wallace and Paul Greene, assignors to L-3

The premise of this patent is that a cavitation-proof surface can be Communications Corporation
created within a fluid medium by _blasmg the_ _acoustlc output of a nearby‘ 25 January 2005(Class 367129); filed 16 March 2004
transducer so that only compressive, or positive pressure, waves are radi-
ated. How this is accomplished is not abundantly clear. One suggested  This patent covers a method for sampling and processing the output
method seems to be to excite a transducer with a biased electrical input signals from a long line array of hydrophones so that the array can be used
that there is no negative input signal and, by supposition, no negative acoust frequencies above that for which the individual hydrophone spacing is
tic output. However, since there is by definition no dc acoustic signal, it isone-half a wavelength, presumably without experiencing the appearance of
not evident what is accomplished. A second suggested method is to translagegrating lobe in the directivity pattern.—WT
the transducer relative to the fluid, or equivalently, the fluid relative to the
transducer’s radiating face, so that only a compressive wave is generated.
Nothing is said about the fact that when the transducer is ultimately shut off,
a large negative pressure pulse can be created.—WT

6,833,540
6.842 401 43.35.5x SYSTEM FOR MEASURING A
' ' BIOLOGICAL PARAMETER BY MEANS OF
43.30.Vh SONAR BEAMFORMING SYSTEM PHOTOACOUSTIC INTERACTION

Alice M. Chiang and Steven R. Broadstone, assignors Hugh Alexander MacKenzie and John Matthew

to TeraTech Lindberg,

Corporation ) assignors to Abbott Laboratories
11 January 2005(Class 367138); filed 19 July 2001 21 December 2004 Class 250214.1); filed in the United Kingdom
The sonar suite and associated electronics are described for an un- 7 March 1997

manned underwater vehicle that might be used for search, survey, mapping, . . .

or mine-field reconnaissance and hunting applications. The sonar arrays con- 1S System measures a biological parameter, such as blood glucose,
sist of a forward-looking array for obstacle avoidance, one, or preferabyPY directing laser pulses from a light guide into a soft-tissue body part, e.g.,
two, side-looking arrays, and possibly a third downward-looking array fora finger, to produce a photoacoustic interaction. The resulting acoustic signal
high-resolution mapping. Suggested values for various operating parameteis detected by a transducer and analyzed to yield the desired information.—
of the several arrays are given.—WT DRR

3348 J. Acoust. Soc. Am. 117 (6), June 2005 0001-4966/2005/117(6)/3348/19/$20.00 © 2005 Acoustical Society of America



SOUNDINGS

6,834,992
43.35.Zc ACOUSTIC PYROMETER

Vi

Dean E. Draxton et al, assignors to Combustion
Specialists, Incorporated
28 December 2004 Class 374115); filed 8 September 2003

w,— electronic output, which is
oportional to the sought

This patent is well written, succinct, and easy to follow. First, it gives pr
distance h

us enough background information to understand the importance of accurate
gas temperature monitoring in industrial coal-fired boilers. It then describes
an improved acoustic pyrometer capable of determining the average gas
temperature across distances of 50 feet or more. An acoustic sbbrce
generates a signal with high amplitude and short rise time—a brief air blast,
for example. A detector adjacent to the generator responds to the onset of the

speed of sound. In this improved method, two sound paths are employed.
Transducer0 sends and receives pulses at normal incidence to tBrgkt
simultaneous signal from transducB? is reflected at an angle back to
receiver48. By employing a few basic trigonometric functions, sound speed
can be eliminated from the calculation of distarfce-GLA

6,832,106
43.38.Ar ELECTROACOUSTIC TRANSDUCER

Hiroshi Sugata and Kenta Yujima, assignors to Foster Electric
Company, Limited
14 December 2004Class 45%567); filed in Japan 21 May 2002

A hemispherical dome is used in many direct radiator transducers
which are commonly called tweeters. “This dome-shaped, hemispherical
diaphragm is in axial symmetry in which the distance between the apex of

. . the dome shape and all circumferential positions at the outer periphery along
signal and one or more transducé@on the opposite wall of the combus-

. A . b o > _._hich the loudspeaker bobbin is coupled is equal all over the circumferen-
tion chamber receive the signal. A computerized processor utilizes digita). " R . ) .
filtering to attenuate background noise and calculate the transit time of th ial positions, and the vibrations transmitted from the voice coil to the outer
signal. It then calculates the temperature of the gas based on transit time, REPhery of the diaphragm is caused to concentrate at the apex in equiphase
number of additional checks are made to minimize the chance of erroneou that the resonance is apt to occur in the mode of axial symmetry so as to
measurements.—GLA cause the frequency characteristic curve to involve remarkable dips specifi-

6,836,449
P
43.35.Z¢c ACOUSTIC METHOD AND DEVICE FOR 1\\ R2
DISTANCE MEASUREMENT B 1
la
Alexander M. Raykhman et al, assignors to INESA East, Limited; R1
INESA, Incorporated ) . ) .
28 December 2004Class 36799); filed 5 September 2003 cally in the higher range of the audio frequency, whereby it has been made

unable to attain excellent tone quality.” In other words, a section of a hemi-
spherical shell can have axial resonances. The patent describes 4 tirahe
An ultrasonic echo system is disclosed that can accurately monitor the':S mirror symmetric along a central arcuate ridge IR, which is located

thickness of rolled metal, paper, etc., during fabrication. In such a systemaIong a diameter of the dome. The dome can be made from PPTA, PEN,

the elapsed time between the generation of an acoustic signal and the recdpE 1+ and similar films, or from titanium, aluminum, and like materials. This
tion of its echo can be used to calculate the distance between the emitter aféd @ magnetic structure, that does not appear remarkable but is described in
the target object if the speed of sound is accurately known. Unfortunatelythe text and listed in the claims, are said to reduce the problem quoted
variations in air temperature, humidity, and homogeneity can affect theabove.—NAS
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6,836,057 6,837,108
43.38.Ar DRIVE MECHANISM EMPLOYING 43.38.Bs INCREASING THE DYNAMIC RANGE OF
ELECTROMECHANICAL TRANSDUCER A MEMS GYROSCOPE
Yoshiaki Hata, assignor to Minolta Company, Limited William P. Platt, assignor to Honeywell International
28 December 2004 Class 3103298); filed in Japan Incorporated
14 September 2000 4 January 2005(Class 73504.16; filed 23 April 2002

This patent describes a linear actuator based on friction-slip piezoelec-  This patent describes a scheme for adjusting the scale factor of a
tric drivers that can be used for high precision applications. It does noMEMS gyro by dynamically adjusting the bias voltage applied to the same
discuss size scalability or MEMS applications.—JAH pickoff electrodes used for rotation sensing. There's nothing novel about this

use of capacitive feedback and sensing, as it has been in use in microphones
for years.—JAH

6,841,992
6,837,110
43.38.Bs MEMS ENHANCED CAPACITIVE PICK-
43.38.Ar MICRO-MACHINED ULTRASONIC OFF AND ELECTROSTATIC REBALANCE
TRANSDUCER (MUT) SUBSTRATE THAT LIMITS ELECTRODE PLACEMENT
THE LATERAL PROPAGATION OF ACOUSTIC
ENERGY Aiwu Yue and Ronald B. Leonardson, assignors to

Honeywell International, Incorporated
David G. Miller, assignor to Koninklijke Philips 11 January 2005(Class 324162); filed 18 February 2003

Electronics, N.V. This patent describes the dispersal of electrodes in a MEMS acceler-
4 January 2005(Class 73632); filed 30 October 2003 ometer. This is little to be learned here other than some elementary electro-
This patent teaches the art of isolating ultrasound transducers on gtatlcs, and the benefits of segregated electrodes for motional feedback. This

silicon chip by using viagholes drilled vertically through the chipo con- is nothing new.—JAH

fine the vibrational energy. There is no technical discussion of what size or
where such holes should be placed, and curious assertions are made for 6,845,670
being able to “dope” the empty vias to make them conductive.—JAH

43.38.Bs SINGLE PROOF MASS, 3 AXIS MEMS

TRANSDUCER
Andrew C. McNeil et al, assignors to Freescale
6.847.090 Semiconductor, Incorporated
T 25 January 2005(Class 73514.32; filed 8 July 2003
43.38.Ar SILICON CAPACITIVE MICROPHONE A three-axis accelerometer is described which requires fewer fabrica-

_ ) tion steps than other designs. The suspension concept is complex, and
Peter V. Loeppert, assignor to KnC_>W|ES Electronics, LLC matching sensitivities in the axes is a problem in these designs. There is
25 January 2005(Class 257418); filed 8 January 2002 ample use made of polysilicon to make the connections required to the proof

As stated, “This is the Utility patent Application claims benefit of Mass and assorted electrodes.—JAH

Provisional Patent Application Ser. No. 60/263,785, Filed Jan. 24, 2001.”
9 2a

TIPS
T / /Ay 6,829,366
- ¥
JP0000008a0000), 43.38.Dv MAGNETIC CIRCUIT AND LOUDSPEAKER
' N ! USING THE SAME

£

Kei Tanabe, assignor to Alpine Electronics, Incorporated

The patent deals with processes for manufacturing electret microphones 7 December 2004Class 381412); filed in Japan 21 January 2002

making use of IC techniques.—IME
The linearity of this magnetic motor circuit in an electrodynamic trans-
ducer depends, in part, on how the voice &ihoves in the magnetic field
1"
6,847,153 8

43.38.Ar POLYURETHANE ELECTROSTRICTION 12

Edward Balizer, assignor to The United States of America as
represented by the Secretary of the Navy
25 January 2005(Class 310311); filed 30 May 2002

The composition and method are discussed for preparing a phase-
mixed thermoplastic polyurethane that might be used as a transducer mate-
rial. This material is said to have an electrostrictive strain coefficient that is
two orders of magnitude greater than that of piezoceramics or piezoelectric /4 A
crystals, as well as presenting an excellent impedance match to water.—WT 1 31c 3ta
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across the “gap” in which the voice coil is situated. The patent describes a
motor topology that uses two top platds and 32 with the inner circum-
ference of the plates deformed so that the gap consists of two smaller axially

separated subgagg&l andG2. The prior art referenced uses a machined part (—

to produce the gap in the top plate. Among the benefits cited for this top-
plate topology are that an underhung voice coil can be used and so more
amplitude can be achieved for a given level of distortion. The main benefit D
here is that the top plate can be made from two inexpensive parts as opposed
to a machined part.—NAS

Olca
|

11

12

13
14

6,841,922

43.38.Fx PIEZOELECTRIC RESONATOR
APPARATUS WITH ACOUSTIC REFLECTOR

Robert Aigner et al, assignors to Infineon Technologies AG
11 January 2005(Class 310335); filed 31 December 2003

This brief patent describes a technique for fabricating quarter-wave
stack acoustic isolators for ZnO or AIN resonators on silicon. It does little to
teach the design techniques, but merely declares success with nonstandard
stack layer thicknesses. No argument is made for scaling to micron .
dimensions.—JAH

00000000

L

transducer operates as a true line source even at very high frequencies, but
rapidly runs out of steam below 1 kHz or so. It follows that the coverage
pattern of a two-way system such as that shown should be able to duplicate
that of a theoretical line source at any frequency within its operating range.
The configuration is not new and has been used in commercial home loud-
speaker systems; however, the patent includes a detailed explanation of how
to calculate the highest practical crossover frequency.—GLA

6,842,166
43.38.Fx PIEZOELECTRIC TRANSDUCER AND

ELECTROPHORETIC INK DISPLAY APPARATUS 6,834,744
USING PIEZOELECTRIC TRANSDUCER 43.38.Ja SPEAKER SYSTEM
Kazumasa Hasegawa and Tatsuya Shimoda, assignors to Seiko Nozomi Toki, assignor to NEC Corporation
Epson Corporation 28 December 2004Class 181149); filed in Japan 23 April 2001
11 January 2005(Class 345107); filed in Japan 29 January 1999 In a cellular phone, miniature speakks is mounted to printed circuit

board21. Forward radiation is emitte@r, as the patent insists, “is outpyt”

This interesting patent describes the fabrication of a resonant Roserfifough chambe87and opening.3. Rear radiation travels from chamts

type piezoresonator structure to provide high-voltage drive to individual 3(: zf 3( 1(5 1{3 2(3 ?B Z 1(2
pixels of a display that uses electrophoretic inks. The text and figures are A lr/ VIS TG I B9 T8 58\ 2 G XTI O8I} I SIS 574
descriptive enough that one gets the impression that it has been tried an ¢ |t V]
works. Little is given in the way of design equations, however—JAH 1 | V]
™ 9
S 1 — R S W—
7T 7 I,’741/\/ N7 XTI P
32 2:9 25 26 27 35 34 21
6.834.113 through cutouB4 to the interior of the phone housing and exits through card
! ! slot 14. The circuitous rear path is intended to reduce interference between
front and rear radiation, and thereby improve low-frequency response.—
43.38.Hz LOUDSPEAKER SYSTEM OIA v imp quency resp
Erik Liljlehag, Uppsala, Swedenet al.
21 December 2004Class 38199); filed 3 March 2000 6,836,551

This patent describes a loudspeaker configuration “which has the abil13 38. Ja LOUDSPEAKER
ity to create a homogenous sound over large distances.” The phrase is re-
peated several times but never defined. Nonetheless, the basic concept is not Mitsukazu Kuze et al, assignors to Matsushita Electric Industrial
hard to understand. For certain concert sound applications, a full-range ver- Company, Limited
tical line array may be a desirable loudspeaker choice even though its ver- 28 December 2004Class 381412); filed in Japan 23 March 2000
tical beamwidth varies inversely with frequency. An array of moving-coil
speakers can generate plenty of low-frequency energy, but center-to-center  This patent was first filed in Japan in March, 2000 and is presented as
spacing determines the usable high-frequency limit. Conversely, a ribboan improvement on an even earlier design. More than 40 illustrations and 62
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CL1 —
(tzn 16PN
10—
16Q U — 16Q
cre—t——— L
12A duced into the JBL dual-coil, dual-gap loudspeaker design. The patent

teaches that “a plurality of rings can be differently located so as to optimally
suppress both even- and odd-order harmonic distortion and reduce voice coil
inductance."—GLA

26 6,844,777

3

/ A 43.38.Lc AUDIO AMPLIFIER
A1 enlorged view
claims suggest that Matsushita rates this as something really importantinthe  Mamoru Kitamura, assignor to Niigata Seimitsu Company,
evolution of moving coil loudspeakers. To reduce overall depth, the apex of Limited
cone8 lies well below pole piece2 and3. The motion of voice coib is 18 January 2005(Class 33010); filed in Japan 6 July 2001

_trans_ferred t_o the cone throug'h individ_ual s, which travel up and_down In this class D(digital switching audio amplifier, integrated circultO
in slits cut into outer pple plepé. This WQUId seem o be a recipe for_ is required to supply only a low-power driving signal. Additional amplifica-
generating some really interesting mechanical resonances, but it is descrlb?g

as “a coupling member having a small mass and high mechanical strengt 'On is provided by on/off transistor@5, Q6 and the voltage is further
fi . Si h fi high
which can reduce the production cost associated with the mass production o epped up by transforméd. Since the transformer operates at a very hig

1 12

various models and which can provide a sufficient vibration amplitude.”— ﬁ
GLA Np Ns Liﬁ
voo_L_ = ==
= Ip Is I
6,839,444 10 vs C
43.38.Ja LOUDSPEAKERS o 05,; L2
1C |
Christien Ellis and Nicholas Patrick Roland Hill, assignors to New Qé
Transducers Limited
4 January 2005(Class 381152); filed in the United Kingdom >
30 November 2000 frequency, it can be small and lightweight. The patent is written in convo-

Panel-type loudspeakers operating in their bending wave range arkited computerish; not only are signals inputted and outputted, they are
normally designed to be driven at a single point. To meet this requirement iflowed.—GLA
practice, a very small voice coil diameter is required, leading to a number of
performance limitations. The 46 claims of this patent try to cover all pos-

N L L

....................... 6,740,805
4
—ie * 43.38.Md SOUND SYSTEM AND METHOD FOR
3 b / 1 CREATING A SOUND EVENT BASED ON
I / \ N o A MODELED SOUND FIELD
23 N 2 / . / \ 21\ » 9 8 Randall B. Metcalf, Cantonment, Florida

25 May 2004 (Class 84723); filed 30 August 2002

Most musical instruments are small, stationary sound sources. A trum-
et, for example, might be modeled as a directional source producing sound
/aves that radiate outwardly from a single point, keeping in mind that its
directional pattern may change with frequency and time. This patent teaches
that such characteristics can be captured by a quasispherical array of pickup

sible ways of optimizing performance using a large diameter coil. The key
phrase is “sufficient length in relation to the size of the acoustic member to
represent a line drive such that the acoustic member has a mechanical i
pedance which has a rising trend with bending wave frequency."—GLA

6.847.726 locations in the far field. Sound pressure and direction are sensed and re-
! ! corded at each location during a performaritsund event’). Instead of
43.38.Ja SHORTING RINGS IN DUAL-COIL DUAL- replacing microphones with loudspeakers to re-create the sound field, the
. method described here uses the recorded information to re-create the sound
GAP LOUDSPEAKER DRIVERS

source. Let us assume that an array of tiny loudspeakers could be designed
to reproduce the required frequency range and directionality. It seems rea-
Industries, Incorporated sonable that a finite number of such arrays could then be assembled to
' ) . model a more complicated source such as a jazz combo or a choir. Numer-
25 January 2005(Class 381401); filed 9 April 2003 ous combinations and permutations of this approach are included in the
This patent is a continuation of United States Patent 6,768,806, filed irpatent, which is the latest in a series of continuations going back to United
1999. It discloses a number of ways in which shorting rings can be intro-States Patent 6,239,348, filed in 1999.—GLA

Douglas J. Button et al, assignors to Harman International
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6,838,056 6,834,107
43.38.Pf METHOD AND APPARATUS FOR 43.38.Si TELEPHONE APPARATUS
SORTING BIOLOGICAL CELLS WITH A MEMS ) )
Jeffrey Hurst, assignor to Telefonaktiebolaget
DEVICE i
LM Ericsson o _ _
John Stuart Foster, assignor to Innovative Micro ZJégDicember 2004Class 379390.09; filed in the United Kingdom
uly 1998
Technology
4 January 2005(Class 422100); filed 8 July 2002 The loudspeaker volume in a telephone may need to be adjusted to

) . . . compensate for the ambient noise in the vicinity of the telephone. In some
This patent describes a MEMS version of a flow cytometer, a machine_., . ) .
. . . . S . situations like a church, the patent states, the receiver volume may need to
for sorting cells in solution. The particular application targeted here is sort- . o
. o : e turned down. At a construction site, it may need to be turned up. Some
ing stem cells from blood, and it is done with an array of channels etched - . . : - - .
lJ%rlor art methods do this by measuring the ambient noise during gaps in

into glass, through which fluorescence is excited and observed. An array Jseech, which can be a complex process. Another method uses manual

valves does the sorting into either one of two output channels, one for Sterﬂyttons. The method described in the patent adjusts the loudspeaker volume

cells and one for the rest. Electrostatically actuated valves are used in wh%y measuring the ambient sound in a predetermined amount of ¥me

appears to be a realizable configuration.—JAH CALLED
TELEPHONE
GOES OFF-HOOK
6,836,055 |
Ve
43.38.Rh PIEZOELECTRIC VIBRATOR AND FILTER 2a. / /
RINGING
USING THE SAME SIGNAL :\‘1 t
Yukinori Sasaki, assignor to Matsushita Electric Industrial |
Company, Limited '
28 December 2004 Class 31@320); filed in Japan 11 June 2001 H
]
This patent discloses optimum geometrieAN ratios) for AIN reso- !
nators that can be used as IF filters. The patent is difficult to understand a: :
technical details have been lost in the translation.—JAH 2 ' :
SPEECH L
SIGNAL | E\,z t
6,825,810 : :
I DEAD :
43.38.Si AUDIO EXTENSION FOR WIRELESS ' TIME H
COMMUNICATION DEVICES - '
t i
] ]
Gary Dean Ragner, Gainesville, Floridaet al.
30 November 2004 Class 343700 MS); filed 12 December 2002 INIZ‘I":IAL //A
The health problems that may be due to the electromagnetic radiation  DEAD L Y t
emitted by cellular phones when these devices are in use have been reporte  TIMEY )
in the media. The device described in the patent allows for the use of '
cellular phones at a distance from the user’'s head. As opposed to othe '
solutions to mitigate this problem that try to shield the unit, this patent !
moves the unit away from a user’s head. Loudspeaker assep2lys !
2d. !
1o s I 2 g PREFERRED e
»s1 / 240 WINDOW IN
/ WHICH
s .- AMBIENT t
.--246 NOISE
3 " MEASURED
/243 which starts when the telephone goes “off-hook” but is shorter than time,
2 which starts at the same time Asand ends when the called party starts to
<220 speak. A similar method is used to adjust the receiver sound level at the
36 calling telephone. A simple flowchart shows the three steps used to accom-
|22 236 plish this task. It is curious, though, that while this method is designed
252 mainly for cellular and other DSP-based telephones, the term “off-hook” is

still a valid descriptor.—NAS

............. 32 6,836,676
43.38.Si SPEAKERPHONE ACCESSORY

attached, or is integral, to the pho86, with a pickup over the cell phone’s
speaker feeding extension loudspea®@®. In use, the phone is inverted so Incorporated
the cell phone’s microphone stays near the mouth, while the cell phone e

itself, and the radiation emitted from same, is removed a bit from the user’s 28 December 2004Class 458569.); filed 2 November 2001

head. The patent states that among the benefits of the invention, the radiation ~ This clam-shaped cell phone accessory provides improved speaker-
level at the head can be reduced by an order of magnitude.—NAS phone capability. It is smaller than the phone itself—only about 2 inches in

Grant Harries Lloyd et al, assignors to Motorola,

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Reviews of Acoustical Patents 3353



SOUNDINGS

200
diameter—and contains a miniature loudspeaker along with associated elec-
tronics. The phone’s own microphone is used during speakerphone
operation.—GLA

6,845,163

43.38.Vk MICROPHONE ARRAY FOR PRESERVING
SOUNDFIELD PERCEPTUAL CUES

James David Johnston and Eric R. Wagner, assignors to AT&T
Corporation
18 January 2005(Class 38192); filed 15 November 2000

; s
L] 1]]]]

SIILISSFIEFPIEP LIS IEII S TIFFIIS.

The patent describes a microphone array intended for recording diregdjatform and a microprocessor detects whether the sensor’s response is nor-
and spatial cues in normal performance spaces. The seven microphongs,| |f the feedback from the sensor is deemed to be normal, a delivery

31-37 lie on a sphere with a diameter of 0.9 ms of “sound travel,” or

approximately 1 foot. The array has five microphones positioned at 72

phase is performed. Otherwise, the delivery phase is aborted. —DRR

intervals in the azimuthal plane, along with one microphone each pointing
upward and downward. Although not described as such, the microphone
pattern chosen appears to be roughly of hypercardioid form, at least in its
front hemisphere. In playback over an equiangular, five-channel surround
sound array, the contribution of the vertical-oriented microphones would be

31
10

HORIZONTAL PI.ANE\ 20

D UE ¥

32

appropriately mixed into the normal five-channel array. The authors stat

6,842,087

43.40.Dx THREE-TERMINAL FILTER USING AREA
FLEXURAL VIBRATION MODE

Masakazu Yamauchi, assignor to Murata Manufacturing
Company, Limited
11 January 2005(Class 333187); filed in Japan 9 November 2000

This patent describes a flexural mode filter for audio-frequency use. It
is essentially a bimorph piezo element with one side operated as a generator
and the other as a receiver. It resembles the old thickness-mode piezo trans-
former design in electroding and has potential for voltage gain. No mention
is made of scaling to micron dimensions, although the center frequency

gvould go inversely with the width of the device, making a MHz-range

that the microphone spacing is critical in maintaining first-arrival transientdevice feasible. Nothing really novel about this.—JAH
signal integrity at the central listening position, presenting to the ears a
temporal pattern not unlike what might be heard at the actual recording
position. Further details in the patent cover other aspects of localization and
its implementation using fewer microphones. Overall, the patent is well
written and is recommended reading for anyone interested in surround

sound technology.—IME

6,832,695

43.40.Dx VENDING MACHINE WITH A VIBRATION
SENSOR FOR CARRYING OUT GOODS

Tomomi Yamaguchi, assignor to Sanden Corporation
21 December 2004 Class 221195); filed in Japan 22 March 2002

6,837,859

43.40.Ng SHOCK WAVE SOURCE WITH A COIL
CARRIER HAVING A NON-CIRCULAR
CONTOUR

Mario Bechtold et al, assignors to Siemens

Aktiengesellschaft
4 January 2005(Class 6014); filed in Germany 10 September 2001

This device generates ultrasonic shock waves for medical therapy. The

This device is integrated into a vending machine that indicates byPatent informs us that, although existing generators operate in the range
vibration whether selected merchandise is deliverable from its assigned plafcom 150 to 200 kHz, they produce unpleasant audible sound as well. A
form. The vending machine drives a vibrating device when merchandise iglesign is disclosed in which nonplanar and nonsymmetrical components
selected. A vibration sensor detects the vibration of the merchandise holdinighibit resonances at audible frequencies.—GLA
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6,842,088 6,834,741
43.40.Sk THIN FILM ACOUSTIC RESONATOR AND 43.40.Tm WIDEBAND ISOLATOR FOR ACOUSTIC
METHOD OF PRODUCING THE SAME TOOLS
Tetsuo Yamadaet al, assignors to Ube Industries, Abbas Arian and Randall Jones, assignors
Limited to Haliburton Energy Services, Incorporated
11 January 2005(Class 333187); filed in Japan 11 May 2001 28 December 2004 Class 181102); filed 7 December 2001

This patent describes the manufacture of a thickness-mode bulk acous-  This patent relates to tools for logging of oil or gas wells. A transmitter
tic wave resonator in the 1-GHz frequency region using ZnO material. Ain such a tool sends acoustic energy into the soil, and a receiver in the tool
novel attachment technique is said to improve resonator Q and stability, bugenses the returned acoustic signal. In order to shield the receiver from the
there are no data to back up the assertion. Most of the text describes thtrect acoustic signal generated by the transmitter, isolation between the two
fabrication techniques.—JAH is provided. The isolation arrangement described in this patent consists in

essence of a steel coil spring in a cylindrical housing, with the spaces be-
tween the coils filled with a resilient material. This arrangement is intended
to be rugged enough to withstand the well logging environment.—EEU

6,842,089
43.40.Sk FILM BULK ACOUSTIC RESONATOR 6.836.051
(FBAR) DEVICE B
_ _ 43.40.Tm MOTOR
Joo Ho Lee, assignor to Samsung Electro-Mechanics
Company, Limited o ) Hideharu Hiwaki et al, assignors to Matsushita Electric
11 January 2005(Class 333189); filed in the Republic of Korea Industrial Company, Limited
21 May 2002 28 December 2004Class 310258); filed in Japan

A thin-film bulk acoustic wave resonator is formed on silicon mem- 19 December 2002

branes suspended over a second layer of silicon. The air gap between the A concentrated winding motor, such as used in refrigeration apparatus

layers helps increase resonator Q and stability. The use of an air gap g other hermetically sealed applications, typically consists of a rotor within

reduce vibration coupling is a very old idea, and translates naturally to; stator, with the stator fitted tightly into a housing. Axial notches in the

MEMS devices.—JAH stator circumference limit transmission of vibrations from the stator to the
housing, and axial holes that extend through the stator reduce the vibrations
it generates.—EEU

6,847,271
43.40.Sk COMPONENT HAVING AN 6,840,017
ACOUSTICALLY ACTIVE MATERIAL FOR TUNING 43.40.Tm VIBRATION CONTROL STRUCTURE

DURING OPERATION

lkuo Shimoda and Kiyoharu Suzuki, assignors to

Christian Korden et al, assignors to Siemens Oiles Corporation
Aktiengesellschaft o 11 January 2005(Class 52167.1); filed 24 June 2002
25 January 2005(Class 333188); filed in Germany ) e ) _—
25 September 2000 Damping of a building’s horizontal vibrations, such as those produced

) ) B by wind or earthquakes, is accomplished essentially by interconnecting the
This patent describes a scheme for obtaining tunable GHz-frequencyirders of adjacent floors by means that dissipate energy due to relative

filters in thin-film resonators by altering the dc voltage applied and operatingyotion between floors. The patent indicates design and connection details
near the Curie point of the material. The possible temperature instabilitiefor means that employ dry friction or viscous damping.—EEU

are addressed by including a Peltier-effect temperature regulator. One won-
ders if all of this space and power couldn’t be used more effectively for
something else.—JAH

6,839,694

43.40.Yqg SYSTEM AND METHOD FOR WEIGHING
6,834,741 ITEMS SUCH AS MAILPIECES IN THE

PRESENCE OF EXTERNAL VIBRATION
43.40.Tm ENGINE COVER WITH INTERNAL

VIBRATION DAMPING PLATES Michael J. Kasmin and Edilberto |. Salazar, assignors to Pitney
Bowes Incorporated
Alan S. Miller and Paolo Comello, assignors to 4 January 2005(Class 708407); filed 7 June 2002

General Motors Corporation, Tes”f‘a Engine Technologies The output of a load cell is fed to an analog-to-digital converter, and
28 December 2004Class 180813, filed 24 March 2003 the resulting digital signal is low-pass filtered. A microprocessor analyzes
Damping plate assemblies are mounted on the internal surfaces of amhe filtered signal to determine weights of items located on a platform that is
engine cover, where these assemblies are exposed to oil mist. Each assembbnnected to the load cell and feeds information to a postage meter. The
consists of two sheet metal plates of different thicknesses and is fastened toicroprocessor determines the weight of the item from the difference be-
the engine cover by a few point supports. As the two plates bend when theveen the peaks and valleys of the filtered signal once vibrations have de-
assembly is subject to vibration, the plates’ interfaces move relative to eacbayed so that this difference is less than a predetermined value. The proces-
other and energy is dissipated due to dry friction and oil between thesor identifies peaks and valleys from changes in the sign of the signal's
interfaces.—EEU derivative.—EEU
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6,839,697 6,843,277
43.40.Yq SYSTEM AND METHOD FOR WEIGHING 43.50.Gf DUCT AND ELECTRONIC APPARATUS
ITEMS SUCH AS MAILPIECES IN THE HAVING THE DUCT

PRESENCE OF EXTERNAL VIBRATION
Hiroyuki Meguro et al, assignors to Seiko Epson
David J. Eaton et al,, assignors to Pitney Bowes Corporation

Incorporated 18 January 2005(Class 138125); filed in Japan 6 July 2001

4 January 2005(Class 70%414); filed 28 June 2002 . . . . .
y ( 4 This rather oddly titled patent covers a duct that is said to have a high

The basic principle of this patent is like that of United States Patentsond-absorbing effect yet retains exhausting efficiency. The duct consists
6,839,694, reviewed above, except for the approach to calculating thgt 5 hojiow duct body, a diverging section located in the intermediate part of
weight of the item on the platform. The present patent includes an accele he passageway, and sponges bonded to internal surfaces of the duct. The

o_metgr and limit detector for 99””3?'”9 a no go signal if the external ducting and the divergent section may be as thick as 0.25 mm and are
vibrations exceed a predetermined limit. The microprocessor accepts th

measured weight as valid if the vibrations do not exceed this limit amd]%rmed from sheets of paper impregnated with a synthetic resin such as

otherwise initiates an alternative weight determination method.—EEU polymethylpentene on its surface. It is not at all clear from the patent what
type of electronic apparatus is targeted.—DRR

6,840,109
43.40.Yq VIBRATORY TRANSDUCER

Wolfgang Drahm and Alfred Rieder, assignors to 6,839,427
Endresst+Hauser Flowtec AG .
11 January 2005(Class 73650); filed in Germany 8 May 2002 43.50.Ki METHOD AND APPARATUS FOR ECHO

This patent describes a system for measuring the viscosity, densit;f,:ANCELLER AUTOMATIC GAIN CONTROL

and/or mass flow of fluid flowing through a pipe. The system in essence

consists of a straight section of pipe that is made to vibrate in various  Mansour Tahernezhaadi and Michael J. Kirk,

modes. Viscosity of the fluid in the pipe is determined by subjecting the assignors to Motorola, Incorporated

tubular test section to rotational vibrations about its axis and measuring the 4 January 2005(Class 379406.0J); filed 20 December 2001

damping of these vibrations. Density is determined from observed resonant L . o

. oo - ; Echo cancellation is frequently employed in communication systems

frequencies of flexural vibrations of the test section, and mass flow rate l?o combat line echo from impedance mismatches and also acoustic echo

ascertained from out-of-plane flexural vibrations of the test section that re- ; P ) .

sult from Coriolis forces generated as the section is made to vibrate in 4°M hands-free devices. The usual methods involve computing an expected

given plane.—EEU echo signal by applying a reference signal from the far-end communicator to
an impulse response that is periodically determined for the transmission line.
The expected echo is then subtracted from the actual echo, in the hopes that

6,841,970 they are equal. This patent confronts a problem that often plagues the ap-
plication of the above theoryjz, it doesn’t work very well when the input
43.40.Yq DUAL-USE GENERATOR AND SHOCK signal energy containing the echo is significantly different from the refer-
ABSORBER ASSISTANT SYSTEM ence signal energy used to estimate the expected echo. The patent presents a
detailed algorithm of low complexity for computing a gain to adaptively
Mark Zabramny, West Windsor, New Jersey adjust the unwanted reference versus input power disparity internal to the
11 January 2005(Class 320102); filed 20 December 2002 echo canceller. The methods are also extended to a full-duplex scenario in

An electromagnetic transducer is arranged in mechanical parallel witvhich a double-talk threshold is used.—SAF
a vehicle’s conventional shock absorber. A switching arrangement that is
controlled by an occupant of the vehicle permits operation in two modes. In
one mode, the electrical energy generated by the transducer as the vehicle
bounces is used to charge a battery. In the other mode, the transducer acts in
parallel with the shock absorber, increasing the effective suspension stiffness
and providing a firmer ride.—EEU 6,842,526

43.50.Ki ADAPTIVE NOISE LEVEL ESTIMATOR

6,843,128
Michael Walker, assignor to Alcatel
43.40.Yq METHOD FOR DETERMINING 11 January 2005(Class 38194.1); filed in Germany
AUTOMOTIVE BRAKE STRUCTURE VIBRATION 24 October 2000
DAMPING AND FRICTION MATERIAL A good idea is frequently a very simple one, and this patent exempli-
BONDING fies the old adage. The background noise level in an acoustic signal is here
taken to be the minimum in a short sequence of maximum signal excursions,
Frank Chen et al, assignors to Ford Global Technologies, LLC so long as these excursions do not exceed a stipulated thresioth can
18 January 2005(Class 73574); filed 3 December 2003 be set to equal a likely minimum amplitude for the desired signalthis

A brake shoe to be tested is mounted on a resiliently supported plat‘-"’ay* the background noise level can be adaptively found during any short

form and is subjected to broadband random vibration excitation. The resul@use in the desired signal, such as speech, without the need for long-term
ing vibrations are detected by means of a laser velocimeter and subjected &€raging and the attendant delays in adaptation. It is surprising this has not
frequency analysis. Damping of the brake shoe is determined from the halfoeen done before, given its elegant simplicity. The method is inherently
power point frequenciegat which the velocity is 3 dB below that corre- limited in its usefulness to desired signals in which some pauses are
sponding to a resonance pgakEEU anticipated.—SAF
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6,847,722 6,839,312
43.50.Ki METHOD AND EQUIPMENT FOR 43.60.Dh COPY PROTECTION OF DIGITAL AUDIO
ATTENUATING SOUND IN A DUCT COMPACT DISCS
Seppo Uosukaineret al, assignors to VTT Richard A. A. Heylen and Roger Edward, assignors to
25 January 2005(Class 38171.9); filed in Finland Macrovision Corporation
12 September 1997 4 January 2005(Class 36953.2J); filed in the United Kingdom 15

This is an active noise control system for attenuating noise inside a February 2000
duct. Sound propagating inside a duct is detected by det2cod attenu- To provide copy protection, sectors on a CD are provided with a non-
ated by two successive monopole elemehend4 in such a manner that standard number of frames and subcode sync patterns placed one frame later

than normal. Data within each frame remain the same. These deliberately
5 CO:;V:QL:ND
PLA

/svmsot
1 3 4 . . . R
( f / } | |0 FRAME O 1 FRAME 1 . 'I—l; FRAME 87 g FRAME 0 ? FRAME 1 I ; FRAME;I
\ d ] I ONE SECTOR CONTAINS 98 FRAMES 1 / F
A qL qi o R s
—_— — q, —* q l§ FRAME 0 l7f FRAME 1 4| Frame o7 3 FRMEO}(F FRAME 1 ][E FRAME 2 |
L _1> ._Qb A A
'I: SECTOR WITH 99 FRAMES “FRAME 98" :
introduced errors would cause copies to have degraded sound quality via
data readers but would not adversely affect audio players.—DAP
L -df2 0 +df2 X

both elements function as a dipole approximation. These elements are used

to produce the monopole radiation needed. A dipole control signal is fed to 6.842 524

both elements in a 180° phase shift, which effectively attenuates the noise of ! !

the flow—DRR 43.60.Jn METHOD FOR LOCALIZING SOUND
IMAGE OF REPRODUCING SOUND OF AUDIO

6,847,723 SIGNALS FOR STEREOPHONIC REPRODUCTION
_ OUTSIDE SPEAKERS
43.50.Ki VOICE INPUT APPARATUS
Wataru Kobayashi, assignor to OpenHeart Limited;
Shingo Kiuchi et al, assignors to Alpine Electronics, A Limited Responsibility Company, Research Network
Incorporated 11 January 2005(Class 3811); filed 26 May 2000

251;!&;\rl1uary iooi(sggss 38194.7; filed in Japan As can clearly be seen in the figure, the patent describes yet another
ovember method of introducing all-pass, variable-phase cross-talk components be-
This patent suggests that in certain kinds of noisy environments, suckween a pair of stereo channels to produce a widening of the perceived

as a moving vehicle, the moment when a user activates a microphone is an 1L 1R
opportune time to take account of the background noise and set the param-

eters of a noise-canceling scheme accordingly. A two-microphone system

for keeping track of the noise and updating the appropriate cancellation filter

is described; the updating of the parameters is halted when the microphone 2L 2R

is activated. The object is to improve speech recognition accuracy in a noisy § t
environment by canceling the noise adaptively, but it is necessary for the PHASE PHASE
speech to be provided in the same noise conditions as existed when the SHIFTER SHIFTER

microphone was activated. Knowledge of prior art methods in noise cancel-
lation seems to be a prerequisite to successful replication of the technique,
since numerous steps are black boxes.—SAF

6,782,095

43.60.Dh METHOD AND APPARATUS FOR
PERFORMING SPECTRAL PROCESSING IN TONE
DETECTION

Michael Leong et al., assignors to Nortel Networks
Limited
24 August 2004(Class 379386); filed 27 July 1999

This patent describes a Fourier transform-based system for detecting
and analyzing telephone signaling tones, including MF, DTMF, CPT, and 6L —6R
international MF-R2 tones. An initial discrete Fourier transfoi@FT) is
performed on short subframes of the input, sampled at 8 Ksps. Magnitude
information provides an initial indication that a tone may be present. If so, a
quadrature signal of selected, phase-linked coefficients is passed to a second 7'—f\ /:\_/TR
DFT, which computes a power estimate for each of the candidate signal
frequencies. Phase linking the sequences of first-stage coefficients makstereo stage. The approach is somewhat more complex than most, and art
their sum equivalent to another transform.—DLR here lies in the fine-tuning of a number of variables.—IME
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6,837,857 903
Sound Data jm———t—=~==A Sound
43.60.Qv METHOD FOR THE RECORDING OF Acquisition | ? 4= Production
ACOUSTIC PARAMETERS FOR THE Apparatus { 904a r\%osn : Apparatus
CUSTOMIZATION OF HEARING AIDS ! . oot | {
901 | 90%a ' 902
! l ]
Alfred Stirnemann, assignor to PhonakAG ~ _ ______ J 1
4 January 2005(Class 600559); filed 29 July 2002 :905a Sound Data :
] A lati
A method is described to automatically customize hearing aid perfor- I905b 903¢c cc;::,?cae ol 1
mance based on ear canal impedance measures. Two pressure microphones 'l_ _ :L _____________ __: 900
are enclosed in a hearing aid shell that is inserted into the ear canal for the

provided to send either current input sound data or the stored sound data to
the hearing aid loudspeaker. The mode selection may be made on one or
more hearing aids from a remote device via wired or wireless means.—DAP

6,839,447
measurements. One microphone has a calibrated acoustic resistor that ser 66.Ts SYNCHRONIZED BINAURAL HEARING

as a reference. Circuitry in the hearing aid shell analyzes the signals an
calculates the impedance, distance to the eardrum, and residual volume. YSTEM
DAP

Peter Ostergaard Nielsen and John Melanson,
assignors to GN ReSound AS
6,823,737 4 January 2005(Class 381312); filed 14 January 2003

For successful implementation and control of directional beamformers
43.60.Rw NON-CONTACT INSPECTION SYSTEM implemented via bidirectional communication between two hearing aids in a

FOR LARGE CONCRETE STRUCTURES binaural fitting, synchronization using a low-power, wireless, direct-

sequence spread spectrydS-SS technology keeps the phase error be-

William F. Kepler and Kurt F. von Fay, assignors to The United  tween the two hearing aids below 18. The DS-SS signals may be formed
States of America as represented by the Secretary of the Interior  from pseudorandom noise sequences.—DAP
30 November 2004(Class 73602); filed 6 June 2001

As the patent abstract puts it, “A phrasésic) array acoustic source
transmits an acoustic wave onto a concrete structure. A laser transmitter—
receiver unit transmits a laser beam onto the surface of the structure such
that the beam is modulated by the acoustic wave and reflected back to the

receiver portion of the unit. The acoustic wave will be distorted by defects 6,843,690
D
ya 12 LASGE, 43.66.Ts CONTACT DEVICE FOR HEARING AIDS
(O v 20 SIONAL OENERATOR
‘ Joseph Sauer and Christian Schmitt, assignors to
STEERABLE ))) Siemens Audiologische Technik GmbH
PrASED LARGE 18 January 2005(Class 439722); filed in Germany 2 April 2002
ARRAY CONCRETE .. . . .
STRUCTURE LASER An injection-molded plastic body that houses electronic components
RECENVER for hearing aids contains insert-molded contacts. Wiring interconnection cir
DISPLAY i
DEVICE ‘e

IONAL
ROCESSOH

or anomalies in the concrete structure and this will affect the signal content
of the received laser beam. The laser beam is ultimately converted into a
two-dimensional image or a three-dimensional tomographic image for fur-

ther processing.”—NAS

6,839,446

43.66.Ts HEARING AID WITH SOUND REPLAY
CAPABILITY

Trevor |. Blumenau, San Francisco, California
4 January 2005(Class 381312); filed 28 May 2002

An add-on system is described which enables conventional analog and
digital hearing aids to store at least 5 seconds of incoming sound for latecuitry is printed onto the surface of the injection-molded plastic body.—
playback at the same rate or at a different rate. Mode selection logic iDAP
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6,846,284
LINK WITH HEARING \/‘ 50
43.66.Ts METHOD AND APPARATUS FOR TEST SERVER
TREATMENT OF MONO-FREQUENCY TINNITUS
y
Daniel S. J. Choy, assignor to Tinnitus Control, ALLOCATE TEST 51
Incorporated CONTROL AND DATA
25 January 2005(Class 60028); filed 12 December 2002 PROCESSING
) . . ) A RESOURCE
Reciprocal noise cancellation of the patient's monofrequency tinnitus
tone is achieved by utilizing an externally generated tone that is subjectively
defined by the patient to match his/her tinnitus tone in frequency and am- A
plitude. The externally generated sound wave is applied via earphones or a ALLOCATE TEST _/'52
speaker system. This externally generated sound is sequentially phase SOUND SIGNAL
' RESOURCE
Switch
= | 32 4
CALIBRATION; _/"53
ENVIRONMENTAL AND
First TEST SET UP
Sound Generator | 24 Phase Shift
(10) » Network -
(30) A
9 G\) o GENERATE SOUND _/'54
oo USING SOUND SIGNAL
18 20 RESOURCE
ACCEPT AND PROCESS
LA 0o INPUTUSNG TEST | /™ >
WDk CONTROL AND DATA
PROCESSING RESOURCES
4 58
\ 56 (-
14
Second YES STORE HEARING
Sound Generator PROFILE
(16)
@ QO NO
36 'l \
18 20 DETERMINE NEXT _/‘ 57
SOUND ACCORDING
. . . . TEST CONTR
shifted through angularly shifted sequence steps in an attempt to achieve To o

180° phase shift of the generated signal with respect to the patient’s tinnituemote device, audio stimuli to be presented during the test are selected

in order to effect noise cancellation.—DRR

adaptively using anN-alternative forced-choice interactive convergent

43.66.Yw SYSTEM AND METHOD FOR REMOTELY

6,840,908

ADMINISTERED, INTERACTIVE HEARING

TESTS

Brent W. Edwards et al, assignors to Sound ID
11 January 2005(Class 600559); filed 12 October 2001

process.—DAP

6,834,108

43.72.Dv METHOD FOR IMPROVING ACOUSTIC
NOISE ATTENUATION IN HAND-FREE
DEVICES

Gerhard Schmidt, assignor to Infineon Technologies AG
21 December 2004 Class 372406.0); filed in Germany
13 February 1998

Hands-free telephones are plagued by a problem with echo, caused
chiefly by the microphone picking up the acoustic signal emanating from the
loudspeaker. Traditionally, this is suppressed using a level discriminator
which strongly damps one signal path at a time—thus rendering duplex
communications impossible. This patent outlines a more sophisticated
scheme for canceling this acoustic side-tone echo and thereby facilitating
duplex telephony with hands-free devices. The first step involves applying a
filter bank to the microphone signal and using the result to compute a set of
estimated microphone subband signals—the description of just how is un-

A methodology is described for a self-

administered hearing 10Ss testyear The difference between the measured and estimated microphone sig-

via the Internet using wired or wireless communication with any of a varietynas is taken as the adaptation error having two components—a baseline
of consumer electronics devices. A two-part hearing-loss computer programundisturbed” error and a component due to duplex speech interference.
has a first component that is executed on the server and a second part thaSgbband echo cancellers are then constantly adapted to the signal by prior
executed by the remote device. After establishing a baseline threshold at tleat methods without the use of Fourier spectra, saving on computation. A

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005
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step-size variable for each subband is set in accordance with the ratio of thi
two mean-squared adaptation error components. Implementation of this can

Character string| Accent type |Mora number

cellation showed that it was still incapable of completely removing the echo, kasaikun ﬁ]L LLL 5
and so a further Wiener postfiltering is applied which is controlled by the
same step-size variable. The entire scheme, like the patent as such, is qui Converted into
complicated, and it may not be sufficiently clearly described to permit romaji
replication.—SAF s
kasaikun
Prosody
dictionary
6,778,960
Syllabic information ‘/ Extraction
43.72.Ja SPEECH INFORMATION PROCESSING Syllable | (ka) (sa) (&) (k) (m)
METHOD AND APPARATUS AND STORAGE kind cC cVCcecRHN Extracted prosodic model
Toshiaki Fukada, assignor to Canon Kabushiki Kaisha s’a\'sau!;un
17 August 2004(Class 704260); filed in Japan 31 March 2000 shisafkun
This patent describes a technique for computing phoneme durations
for use by a speech synthesizer. In the first step, a sequence of preliminar Comparison
phoneme durations is obtained by look-up from a phonetic disctionary. A
prosody model computes utterance-length pitch and amplitude curves from
the phonetic information. A duration adjustment step then alters the indi-
vidual phoneme durations according to the preliminary durations, the com- kamaikun 11 01 11 11 11
puted prosodic structure, and the desired overall utterance duration. Some ¢ sasaikun 01 11 11 11 11
the processing details are shown for a few examples in the Japanes shisaikun 00 11 11 11 11

language.—DLR

Punctuate in a unit of VCV
Prosodic reconstructed

information

6,778,961 (ka ama a i iku u n)

kamaikun 11 101 111 111 11

43.72.Ja METHOD AND SYSTEM FOR DELIVERING sasaikun 01 111 111 111 111

TEXT-TO-SPEECH IN A REAL TIME shisaikun 00 011 111 111 111

TELEPHONY ENVIRONMENT

David L. Walker et al, assignors to WConect, LLC dancy between the syllablic structures reconstructed from the retrieved dic-
17 August 2004(Class 704260); filed 16 May 2001 tionary entries and the syllablic structure implied by the raw input sequence

This patent basically says that multiple text-to-speech synthesis enis used to fill in any gaps remaining from missing dictionary entries.—DLR
gines can be used together to speed up the synthesis of replies from an
information database. To do this, the input stream of text from email, news,
stock quotes, or other sources, is divided into suitable-sized chunks, which
are allocated to the various processors. The chunk size would be determined,
it appears, more by the required delivery rates than by any linguistic criteria.
There is no mention of possible cooperation between the individual proces-
sors in the setting of various global parameters that might lend more natu-
ralness to the overall output. More attention is given to the buffering by
which the synthesized results are recombined into the final output

Ltorance.DLR 43.72.Lc TIME-SCALE MODIFICATION OF DATA-
COMPRESSED AUDIO INFORMATION

6,842,735

Michele M. Covell et al, assignors to Interval Research
6,778,962 Corporation
11 January 2005(Class 704503); filed 13 September 2000
43.72.Ja SPEECH SYNTHESIS WITH PROSODIC Audio data-compression procedures such as MP3 work by reducing

MODEL DATA AND ACCENT TYPE the number of amplitude quantization bits, and thereby the dynamic range
and amplitude accuracy, in the various frequency subbands of a filtered
Konami Corporation; Konami Computer Entertainment Tokyo, digitized §Ud|0 signal. Thg reductions in guantization are performed fra}me
Incorporated by frame in gccordance with perceptual models, to minimize the audibility
17 August 2004(Class 704266); filed in Japan 23 July 1999 of the reductions upon playback. This patent recognizes that, since the com-

) ) ) ) ) ression is performed with reference to the spectral domain and preserves
The primary object of this speech synthesis system is to be able t

produce acceptably natural-sounding output when one or more of the inpupe 0r|g|na| fra}me rate, time-scale modlflcatlpn of the sigsath as reduc-
words(or Japanese charactecannot be found in the phonetic dictionary. A Ing or '”Creas'”g, the playback rate .by applying an overlap-add m)edmd
prosody dictionary contains the character string, a mora number, an accef Performed without decompressing the frames. The method itself is ac-
type, and syllable information. Candidate phoneme sequences are cogordingly fairly straightforward. It is noticed that simple frequency-domain
structed from the available dictionary information. The accent type of eactmodifications, such as frequency doubling, can also be performed because
entry, either rising or falling, is used to construct a prosodic pattern. Redunthe compression operations in each subband are independent.—SAF

Osamu Kasai and Toshiyuki Mizoguchi, assignors to
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6,778,958 6,785,365
43.72.Ne SYMBOL INSERTION APPARATUS AND 43.72.Ne METHOD AND APPARATUS FOR
METHOD FACILITATING SPEECH BARGE-IN IN
o _ _ CONNECTION WITH VOICE RECOGNITION
Masafumi Nishimura et al, assignors to International SYSTEMS

Business Machines Corporation
17 August 2004(Class 704239); filed in Japan 30 August 1999 John N. Nguyen, assignor to Speechworks International,

This speech-to-text system uses two or more so-called “language mod- Incorporated

els” to process the results of the low-level phonetic analysis of the speech 31 August 2004(Class 37988.0J); filed 24 July 2001
input. The models apparently consist of word spellings and word phonetic

sequences, that is, typical lexical look-up information. At least one of thecompllcated by the possibility of line echoes. This system collects signal

symbol sets used may include punctuation marks, as well as words. AS
energy during prompt outputs, referring to these as prompt residuals. Col-
processing proceeds, the recovered symbol sequences are updated such as 1o 50 52 54

increase the estimated occurrence probabilities of the constructed lexica-°9 & |~ A A
symbol sequences. The patent uses the terms “reliability” and “renewal” in !
ways that would usually be expressed as “probability” and “update,”
respectively.—DLR

Detection of a user input during the output of a system prompt is made

6,778,959 t
lected prompt residuals are subtracted from the input during subsequent
43.72.Ne SYSTEM AND METHOD FOR SPEECH prompts, providing a measure of whether the user might be trying to inter-
VERIFICATION USING OUT-OF-VOCABULARY rupt the prompt—DLR

MODELS

Duanpei Wu et al,, assignors to Sony Corporation; Sony
Electronics Incorporated 6,785,366
17 August 2004(Class 704256); filed 18 October 2000
Like many current speech recognition systems, this one makes use (§}3.72.Ne APPARATUS FOR MAKING OUTGOING

out-of-vocabulary models, often called garbage mod@lse patent makes a CALL

minor distinction between garbage models and noise mod&tsne details

of the model training process described here may be novel. An initial set of ~ Hiroshi Nobuta et al, assignors to Canon Kabushiki

garbage sound examples, including human and environment sounds, is used Kaisha

to train a set of HMMs. This training is iterated, producing additional mod- 31 August 2004(Class 37¢88.03; filed in Japan 1 October 1998

els, until a desired number of models is available. The limiting criteria This device recognizes speech input for the purpose of placing one or
include the opposing effects of accuracy and processing time.—DLR two phone calls. The patent is entirely concerned with the protocols in-

volved in assessing the probability of correctness of the recognition results,

106 302 303 304 305 313310 81 4 P

| /

6,778,963 Y @zreg@gw e
43.72.Ne SPEECH RECOGNITION SYSTEM FOR
CAR NAVIGATION AND MICROPHONE P

308 coop MAGE
MONOCHROME QUALITY

Toru Yamamoto et al, assignors to Sony Corporation
17 August 2004(Class 704275); filed in Japan 19 May 2000

The emphasis in this patent is on the arrangement of one or more
microphones for adequate pickup of a speech signal, while rejecting noise,
in a vehicle navigation system. The solution presented is to position micro-

COPY

ECH

srop SPEAKER: nscoa AUTOMATIC
PHON E NITON ANSWERING

MICROPHONE ? J

o
260 318 45y 322 328
performing error recovery, and deciding whether or not theggahould be
240 O-240 placed. There is extensive description of the functions performed by the
—~—262 various buttons on the device.—DLR

/ 1261
/ 6,785,649

43.72.Ne TEXT FORMATTING FROM SPEECH

L_/J Ron Hoory and Alan Jay Wecker, assignors to International

. . : Business Machines Corporation
phones2400n the edge of a display unit, at least one facing the speaker, one e
facing away, and possibly one on the “other face” of the unit. One group of 31 August 2004(Class 704235 filed 29 December 1999
claims deals with arrangements for adjusting the amount of delay in the mic This patent describes a clever way of representing various nonverbal
signal paths, producing a beamformer pickup pattern.—DLR aspects of the speech signal using standard typesetting font technology.
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3 I

This is being spoken at an average rate, medium volume, and medium pitch. 100
50 Idle State
/r Some of these words are spoken at a \ayfT& some at a ¢, some at a F AR* FRR¢
slow tate, and some ata very slow rate.
52 107
Some of these words are spoken in & whiswer, SOME quictly, some at a normal Keyword
/' . . Recognlzed
54 volume, some in 2 loud voice, and some by shouting. 'f +
FAR FRR End of the
Command Sequence
N Menu Words
/'_ Some of these words are spoken at 2 jow (deep) pitch. Some at a normal / 0z ¢ )
56 pitch, and some at a high pitch, Menu Word #1
Recognized
R . T
Tam first going to falk inagglemn, very stow, portentous : /IOJ
. !
voice, at a normal volume, 2nd now Iam switchingto a high-pitched Y

R

Menu Word #N
Recognized

St

squeaky whisper, spoken t a normal rate g finally T am going to shout %QGdbye.

Elaborate systems of pitch and amplitude scaling and normalizing are ap-
plied to determine which of the various modes of expression should be used /104
to display the text of a given spoken phrase.—DLR

Termination
Command
Recaognized

6,826,430

43.72.Ne HIGH CONTACT COUNT, SUB-
MINIATURE, FULLY IMPLANTABLE COCHLEAR
PROSTHESIS

is initially lowered until a keyword is recognized. After keyword identifica-
tion, the false rejection threshokRR is decreased to lower the probability
of an erroneous rejection of a voice command.—DAP

Michael A. Faltys et al, assignors to Advanced Bionics
Corporation
30 November 2004(Class 607137); filed 30 March 2001

A microphone, circuitry, and rechargeable battery for a cochlear im-
plant are packaged in a hermetically sealed case. A detachable, program-
mable electrode array connects to the electronics inside the housing, allow

106
- 104 6,834,265
CHARGER /PROGRAMMER REMOTE.

43.72.Ne METHOD AND APPARATUS FOR
SELECTIVE SPEECH RECOGNITION

Senaka Balasuriya, assignor to Motorola, Incorporated
21 December 2004Class 704270.)); filed 13 December 2002

An electronic device, such as a cell phone or laptop computer, contains
a media type indicator that selects a first or second speech recognizer engine

116 oo
N ! _ P | wmaess b 108
Y
ing the completely implanted, hermetically sealed case to be surgically re—: 102~ DevIcE : 120~ FIRST SPEECH
placed. The number of electrodes and signal processing algorithms may bl AWIO T RECOGNITION
‘ ; i . ; ENGINE
programed remotely using acoustic and/or rf control signals.—DAP : RECEIVER i
[
] 124
1050 o
| RECOONTTTON | 10
6,826,533 : ENGINE : SECOND SPEECH
1 SELECTOR ! RECOGNITION
43.72.Ne SPEECH RECOGNITION APPARATUS I ! ENGINE
AND METHOD | 114 |
| , 126~
Bernd Burchard et al, assignors to Micronas GmbH : 104— BROWSER : 122~
30 November 2004(Class 704270); filed in Germany | |
30 March 2000 b e — — T: ;.1; _————

To improve accuracy of speech recognition, two detection thresholds
are used. The first stage seeks to identify a keyword within the digitizeddepending on whether an input file is audio, video, text, or another media
audio signal. If a keyword has been identified, the second stage searches faype. The speech recognition engines may be local or external to the elec-
a voice command. The false acceptance thresk@R! for voice commands  tronic device—DAP
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43.72.Ne METHOD OF SPEECH RECOGNITION BY
PRESENTING N-BEST WORD CANDIDATES

David E. Reich, assignor to International Business
Machines Corporation
4 January 2005(Class 704240); filed 16 May 2001

The “novel” element of this patent does not amount to much. The

SOUNDINGS

6,847,717

43.72.Ne METHOD OF ACCESSING A DIAL-UP
SERVICE

Robert Wesley Bossemeyer, Jr., assignor to JBC
Knowledge Ventures, L.P.
25 January 2005(Class 379355.0)); filed 27 May 1997

A dial-up service with speech recognition is described in which digits

method described involves first attempting the correct recognition of inpuin the first utterances of users are verified with speech verification. A code

speech and assigning likelihood, or confidence, scores to candidate word
models by entirely and admittedly prior art techniques. The patented claim is
just the idea for the system to then query the user about which candidate
word they actually said, by presenting choices from among those having the
highest computed confidence scores. One can only marvel at such

(o Y”

Generate A Code Book

42

ingenuity.—SAF

6,839,668

43.72.Ne STORE SPEECH, SELECT VOCABULARY
TO RECOGNIZE WORD

Jie Yung Kuo et al, assignors to Koninklijke Philips Electronics
N.V.

4 January 2005(Class 704244); filed in the European Patent
Office 18 December 2000

Uninterrupted speech inputs are processed by a speech recognizer
activating instantaneously, within a relatively large overall vocabulary, only

y

7 OUTRUT | | SIGNAR FAILURE |f92
le

% STOP

v

Receive Test Utterances

v

Compare Test Utterances
& Training Utterances

)

Weighting Decisions

E—

Combine Weighted Decisions

v 2

Verification Decision

(= Y

book stores cepstral coefficients for training and impostor utterances for
later comparisons.—DAP

by

6,837,334
43.75.Fg ACOUSTIC HORN

Dominic Le Prevost, Lower Wear, Nr Axbridge, Somerset, the
United Kingdom

4 January 2005(Class 181177); filed in the United Kingdom
27 March 1998

A good sheet metal worker knows how to lay out patterns for transi-
tional couplers, i.e., a rectangular inlet to a circular outlet. This patent de-
scribes a number of methods for folding sheet material into acoustic horns
that include at least one nonplanar surface. These are intended to be passed
out as inexpensive party favors that provide “pleasing acoustical
properties."—GLA

6,835,177

43.80.Qf ULTRASONIC BLOOD VESSEL
MEASUREMENT APPARATUS AND METHOD

Terry Fritz and Helmuth Fritz, assignors to Sonosite,
Incorporated

28 December 2004 Class 600443); filed 9 October 2003

This patent covers the methods and apparatus for processing digital
images of vascular structures, in particular, the methods for interpreting
ultrasonic images of the common carotid artery. In order to determine the
apparent intima-media thickne$BMT), an acquired image may be refer-

small parts that are associated with successfully recognized speech itemenced, establishing threshold values relating to the intensity of pixels form-

Vocabulary switching occurs as other speech inputs occur.—DAP

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005

ing images of portions of an artery wall, especially the lumen, media, and
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[ Calibrate Image 140 J 6,837,855
3+ 43.80.Qf USE OF AN ULTRASONIC TRANSDUCER
| Prepare Image ﬁJ FOR ECHOGRAPHIC EXPLORATION OF
v HUMAN OR ANIMAL BODY TISSUES OR ORGANS
I Reference Image 143 I IN PARTICULAR OF THE EYEBALL
] POSTERIOR SEGMENT
Locating Process 144 Michel Puech, Paris, France
F Locate Adventitia Datum mJ 4 January 2005(Class 60@452); filed in France 18 December 1997
¥
r Locate Lumen Datum 148 I _ A high-frequency apd long-focus uItrqsound transducgr is _used to
implement an echographic method of exploring human or animal tissues or
' organs, specifically, the macular region of the human eyeball. The ultrasonic
I Locate Media Datum EJ transducer has a nominal excitation frequency greater than 20 MHz, prefer-

ably in the range of 50-80 MHz, with focal length greater than 10 mm,
preferably about 25 mm, in order to render possible an echographic explo-
ration of the posterior region of the eyebal.—DRR

L Locate Lumen/intima Boundary _1_@]

| Locate Media Adventitia Boundary ‘_lﬁJ

6,840,913

adventitia. One or more datums may be established across multiple column
of pixels bounding a portion of the image, either the lumen/intima boundary,zf?’"80'Qf ACOUSTIC DETECTION OF GASTRIC

the media/adventita boundary, or both. Within that bounded portion of the’VIOT”-rrY DYSFUNCTION
image, a procedure may search for intensity gradients indicating probable . .
) S . I . Hansen A. Mansy and Richard H. Sandler, assignors to
locations of the lumen/intima and media/advetitita boundaries. An IMT mea- A . . .
. lculated based he | . fth boundari d b Biomedical Acoustic Research Corporation
surement Is calcu ate ased on the location of these boundaries and may be 4, January 2005(Class 600586): filed 8 March 2002
adjusted for sloping or tapering of the artery wall.—DRR

This is apparently a passive device that provides a diagnostic tech-
nique that detects, that is, “listens to” acoustic events at or near the surface
of a patient's abdomen. The device processes electrical signals correspond-
ing to those acoustic events to determine whether the patient is afflicted with
gastric motility dysfunction. It compares the acquired acoustic information
to information associated with a healthy condition.—DRR

6,843,771

43.80.Qf ULTRASONIC MONITOR FOR MEASURING
HEART RATE AND BLOOD FLOW RATE

6,836,680

43.80.Qf DETECTOR FOR MEASURING
ELECTROCARDIOGRAM, PULSE AND VOICE

SOUND AT THE SAME TIME Thomas Ying-Ching Lo and Tolentino Escorcio,
assignors to Salutron, Incorporated
Terry B. J. Kuo, assignor to Leadtek Research 18 January 2005(Class 60§459); filed 15 January 2003
Incorporated; Terry B. J. Kuo This ultrasonic monitor for measuring heart and pulse rates of a living
28 December 2004Class 600513); filed 15 January 2002 subject boasts of compact size and low power consumption. It includes a

rllalodule with at least one source of ultrasonic energy and a gel pad consisting

The purpose of this device is to measure electrocardiogram, pulse, al ; ! >
. . . . of a polymer and about 50% to 95% by weight of an ultrasonic conductive
voice sounds at the same time. It is designed to promote ease of use and

comfort while executing a noninvasive diagnostic technique. The measured
electrocardiogram signal and pulse signal are digitally processed to yield

ECC,PULSE,AND SOUND

COMBINED SENSOR
quantitative values of the autonomic nervous system activity that regulates
individual organ function and homeostasis, such as heartbeat, digestion,
breathing, and blood flow. The voice sound generated from the vocal chords
is not only a tool of communication, but also useful in assessing respiratory
diseases; hence, it can be used as an index of noninvasive diagnosis.—DRR

3364 J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Reviews of Acoustical Patents



SOUNDINGS

dilutant. The gel pad is positioned in direct contact between the module and 21
the patient. An ultrasonic energy detector and associated hardware and soft-

ware detect, calculate, and display a readout of the measured rate values.—

DRR

6,845,263

43.80.Qf HEART-SOUND DETECTING APPARATUS
AND PULSE-WAVE-PROPAGATION-VELOCITY-
RELATING-INFORMATION OBTAINING

SYSTEM USING THE HEART-SOUND DETECTING
APPARATUS

Keizoh Kawaguchi, assignor to Colin Medical Technology
Corporation
18 January 2005(Class 600513); filed 2 July 2001

This heart-sound detecting apparatus has a heart-sound microphone to
detect multiple sounds produced by the heart. The microphone signal wave-

<
HEART-SOUND SIGNAL SH,
ELECTROCARDIOGRAM SIGNAL SE,
PHOTOE.ECTRIC—PEli\LSE-WAVE SIGNAL SM
READIN

S1

SIGNALS
52 CORRESPONDING TO
ONE PULSE

READIN?

S3  |HEART-SOUND SIGNAL SH SMOOTHED BY

DIFFERENTIATION
S5 START POINT OF FIRST HEART SOUND , )
DETERMINED

RISING POINT OF PHOTOELECTRIC PULSE WAVE

S6

DErERlM'NED readily removed for sterilization purposes or replaced with another disk.—
DRR
S7 FULSE—WAVE PROPAGATION TIME DT
CALCULATED
$8 | PULSE-WAVE PROPAGATION VELOCITY PWV
CALCULATED
=
form is smoothed by differentiation and amplitude squared. The start point 6.842.641
from the first detected heart beat is established on the basis of the squared ! !
amplitude being greater than a prescribed threshold value.—DRR 43.80.Sh METHOD AND APPARATUS FOR IN-VIVO
TRANSDERMAL AND/OR INTRADERMAL
DELIVERY OF DRUGS BY SONOPORATION
6,847,720 . ) . . .
Ludwig Weimann and Richard Childs, assignors to
43.80.Qf QUICK-UPDATING STETHOSCOPE Ultra—Sonic Technologies, L.L.C.
RECEIVER 11 January 2005(Class 60420); filed 25 November 2002

This apparatus performs @mvivo sonoporation of skin area and trans-
Teng Ko Tseng, Taipei, Taiwan, Province of China formal and/or intradermal delivery of a drug solution. A container with one
25 January 2005(Class 38167); filed 12 December 2002 end covered by a porous membrane contains the drug solution and an ultra-
The purpose of this stethoscope is to provide easy disassembly so thaonic horn has a tip submerged in the solution. The horn applies ultrasound
the listening disk(the one item in direct contact with the patigetin be radiation to the solution with a frequency in the range of 15 kHz to 1 MHz.
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150
10 102 OSCILLATOR
100 -
IMAGE
SYSTEM
~ 110 _ , ,
/] by the diagnostic transducer, and the focal distance of the therapy transducer
12 is adjusted to compensate for the detected tissue movement. The tissue is
then insonified using the therapy transducer with the adjusted focal
distance.—DRR
200 203 6,837,853
43.80.Vj SYSTEM AND METHOD FOR USING AN
ULTRASOUND TRANSDUCER WITH AN
INTEGRATED TRANSDUCER INFORMATION
SYSTEM
Vaughn Marian, assignor to Acuson Corporation
4 January 2005(Class 600437); filed 27 June 2002
The storage of ultrasound imaging system settings, transducer scan-
250 204 260 head usage, and other information such as user comments, technical support,

and transducer maintenance is described. —RCW
The radiation is applied at a predetermined intensity for a specific period of 6,837,854

time and at a distance from the skin area to generate cavitation bubbles. The
cavitation bubbles collapse and transfer their energy to the skin area, thu -
causing formation of pores in that area. The ultrasound radiation intensit&3'80'vj METHODS AND SYSTEMS FOR USING
generates ultrasonic jets that drive the drug solution through the porou EFERENCE IMAGES IN ACOUSTIC IMAGE
membrane and into the formed pores in the skin area.—DRR PROCESSING

Thomas L. Moore and Robert Henry Barter,

assignors to Barbara Ann Karmanos Cancer Institute
4 January 2005(Class 600437); filed 18 December 2002

Tissue and registration fiducials are insonified. Both transmitted and
reflected wave information is received. A representation of the field includ-
ing both the tissue and registration fiducials is derived from the received
information.—RCW

6,846,290 6,846,289

43.80.Sh ULTRASOUND METHOD AND SYSTEM 43.80.V] INTEGRATED X-RAY AND ULTRASOUND
MEDICAL IMAGING SYSTEM
Frederic L. Lizzi et al, assignors to Riverside Research
Institute Guy M. Besson and Morgan W. Nields, assignors to
25 January 2005(Class 600439); filed 14 May 2003 Fischer Imaging Corporation

This ultrasound diagnostic system provides a means of diagnosis and 25 January 2005(Class 600437); filed 6 June 2003
treatment wherein the transducer can be located or focused according to the An x-ray system and an ultrasound imaging system are integrated to
tissue characteristics. The system consists of a diagnostic transducer angearmit ultrasound and x-ray imaging along essentially the same paths. In the
therapeutic transducer. The orientation of the radiation axis of each of thentegrated apparatus, the x-ray detector and ultrasound transducer are lo-
transducers is known with respect to the other. This assembly is positionedated on the same side of the region being imaged. The x-ray and ultrasound
using the diagnostic transducer to insonify tissue in the region to be treatedmaging operations may be sequential, partially overlapping, or
Movement of the tissue with respect to the transducer assembly is detecteynchronous.—RCW
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This Letters section is for publishing (a) brief acoustical research or applied acoustical reports,
(b) comments on articles or letters previously published in this Journal, and (c) a reply by the

article author to criticism by the Letter author in (b). Extensive reports should be submitted as articles,
not in a letter series. Letters are peer-reviewed on the same basis as articles, but usually require

less review time before acceptance. Letters cannot exceed four printed pages (approximately 3000—4000
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Thermodynamic cycles executed in a looped-tube
thermoacoustic engine (L)

Yuki Ueda,® Tetsushi Biwa, and Uichiro Mizutani
Department of Crystalline Materials Science, Nagoya University, Furo-cho, Chikusa-ku,
Nagoya 464-8603, Japan

Taichi Yazaki
Department of Physics, Aichi University of Education, Kariya, Japan

(Received 21 July 2004; revised 2 March 2005; accepted 14 March) 2005

A looped-tube thermoacoustic engine is composed of only a stack of plates, across which a steep
temperature gradient is furnished. In spite of the absence of any mechanical parts like pistons and
valves, the energy conversion from heat flow into acoustic power flow is performed in the stack. The
thermoacoustically induced acoustic field was observed through the simultaneous measurements of
pressure and velocity of the working gas, and the thermodynamic cycle executed in the stack was
studied. The experimental results show that the acoustic field is tuned without any external forces
so as to realize the efficient thermodynamic cycles as possibl@0@ Acoustical Society of
America. [DOI: 10.1121/1.1904503

PACS numbers: 43.35.UdRR] Pages: 3369-3372
I. INTRODUCTION dynamic cycle similar to the Stirling cycle, which ideally
. ~ realizes the Carnot efficienéy?
When a temperature gradient acrosstackof plates in We should note that, unlike a conventional engine, a

a looped tube exceeds some critical value, a gas column igoped-tube thermoacoustic engine has no mechanical parts
the tube begins to oscillate spontaneodsfin this phenom-  gych as pistons and valves. This means that one has no way
enon, gas parcels in the stack undergo a thermodynamig control the thermodynamic cycle in the thermoacoustic
cycle so that the energy conversion from heat flow along th@ngine. This addresses a question as to how the thermody-
stack into acoustic power flow is execufed. Hence, a pamic cycle is executed in a looped-tube thermoacoustic en-
looped tube with the stack having a steep temperature grad@-ne_ In this work, we have measurédn the looped-tube
ent is called “a looped-tube thermoacoustic engine.” thermoacoustic engine through simultaneous measurements
The thermodynamic cycle associated with the gas parcels pressure and velocity' 4 while changingwr in the
can be characterized by the two parameférsne iswr,  stack. We show below that changes without any external
wherew is an angular frequency of the gas oscillation and fgrces so as to make the thermodynamic cycle as efficient as
is the thermal relaxation time between the gas parcel and Possible under the condition specified by the valuewef
solid wall in the stack, and the other is a phase délaj the Moreover, it is shown that the pressure amplitydand ve-
cross-sectional mean displacement ¢e'(“'~? of the gas locity amplitudeu in the stack are automatically determined
parcel relative to its pressuRe=pe'“'. When the gas parcel ynder a given value obr. The results will be discussed in

moves toward the hot end of the stack, it is naturally heatederms of the energy losses due to viscosity and thermal con-
and vice versa. As a result, the gas parcel in the stack expenction in the stack.

riences a thermodynamic cycle consisting of the compres-
sion, heating, expansion, and cooling stages. The two param-
eters wr and ¢ determine the timing for the execution of Il. THERMODYNAMIC CYCLE IN A THERMOACOUSTIC

these four stages. Ceperley pointed®ahat, when the trav- ENGINE

eling wave withd= /2 is formed under the conditiowr We discuss in this section how the phase deland wr
<, the energy conversion takes place through the thermagee rejated to the thermodynamic cycle. The thermal relax-
ation time r needed for heat exchange between a gas parcel
dElectronic mail: ueda@mizu.xtal.nagoya-u.ac.jp and a solid wall is given as’/(2«), wherer is the radius of
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FIG. 1. (a) Time-dependence of the cross-sectional mean displacerhent
and the pressuri in a gas having= =/2. (b) Z dependence of temperature
T in the gas. Whenw7 is zero, the gas experiencé€d heating,(2) expan-
sion, (3) cooling, and4) compression stages in proper timing. But, when

becomes finite, the heating and cooling stages would partially overlap the
expansion and compression stages, respectively. This is because the cond
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FIG. 3. Temperature at the hot end of the stack, which is plotted as a
function of w7. The solid circle represents the critical temperatiigg,
above which an acoustic wave is spontaneously induced, and the open circle
the temperaturd .4, at which the simultaneous measurements of the pres-
sure and velocity were made.

jart of the heatingcooling stage would be delayed and, the

tion 7>0 requires a finite time to allow heat exchange between a gas an@Xpansior(compressionstage would start before the heating

solid wall of the stack.

the flow channel and is the thermal diffusivity” of the gas.

(cooling stage is completely over. Thus, the heatiigand
cooling (3) stages would partially overlap expansi@) and
compression4) stages, respectively. As a result of this im-

If wr<, a gas parcel in the channel exchanges heat witPfOPer timing over the four stages in the thermodynamic

the wall without any time delay, whereasdfr> 7, the gas

cycle, the energy conversion would become less effective

motion becomes isentropic and can no longer exchange heg@mpared with that through the Stirling cycle.

with the wall. In the case ab 7~ 7, the gas parcel thermally

interacts with the wall with a finite time delay because of thelll. EXPERIMENTAL SETUP AND PROCEDURE
thermal relaxation over the cross section of the flow channel.

We first consider an ideal thermodynamic cycle unde
the conditiofl satisfying bothg=7/2 and wr<r, thereby
the gas parcel being assumed to be always in thermal eq
librium with the wall of a stack. The time dependenceRof
andZ of a gas parcel whefA= 7/2 is illustrated in Fig. (a)

The present looped-tube thermoacoustic engine is sche-

r
atically illustrated in Fig. @). The looped tube is com-

m

LI?_osed of Pyrex glass and stainless-steel tubes of 40 mm in

inner diameter, and four 90° elbows. The total length of the
looped tubel, is 2.7 m. A ceramic honeycomb of 35 mm in

and theZ dependence of temperature of the gas parcel in Figl.e”gth is used as a stack, which has equally spaced square

1(b). Since wr< is fulfilled, the temperature of the ga
parcel certainly coincides with that of the wall in contact.
Now the gas parcel experiences following four stagésthe
gas is heated as it moves to the hot €hdating, (2) it is
depressurized in the vicinity of the hot etekpansion, (3) it
is then cooled as it moves to the cold giedoling), and(4)
it is pressurized near the cold efmbmpression They con-
stitute a thermodynamic cycle similar to the Stirling &ré.
Therefore, the thermal efficiency under the condition satisfy
ing #=m/2 and wr<m ideally reaches the Carnot
efficiency?®

In a real stack, howeve@rtakes a finite value. Because

g pores as shown in Fig.(B). It is located in the looped tube

and is sandwiched by two heat exchangers. One of the heat
exchangers is water-cooled and kept at the room temperature
Tc (—~295K), whereas the other is heated by an electric
heater to the temperaturB,, which is monitored with a
thermocouple. Atmospheric air is used as the working gas.
The center of the stack is taken as the origin of the coordi-
natex as shown in Fig. @). A positive direction inx is taken
in the direction heading froric to Ty in the stack and is
normalized with respect tb.

We employed five different stacks having the edge
length 2 of 0.6, 0.8, 1.0, 1.4, and 2.2 mm to produce a wide

of poor thermal contact between a gas parcel and a solid Wa“ariety of w7 values in the stack. Spontaneous gas oscillation

in the stack, the gas parcel would undergo heating and cool?

ing stages with a time delay relative to its motion. Hence
suppose that is fixed at#/2 under a finite value o#T, the

stack *=0  Glass tube

Ty
exchangers

i T’
He:atC

b\ | 2r
¥

Stainlessl-steel tube 90 elbore

FIG. 2. (@) Schematic illustration of the thermoacoustic engine. A stack
sandwiched by hot and cold heat exchangers is located in a loopedhube.

vas induced with all five stacks, whel, exceeded some
critical valueT,. Independently of the choice of the stack,
the frequencyw/(27) of the oscillation turned out to be al-
ways about 125 Hz. By usingandw, the values ofvrin the
stacks are deduced to be 1.7, 2.9, 4.2, 10, and 2L at

We simultaneously measured pressure and axial velocity
to determine the phase delay with keeping an average
pressure amplitude along the logp,,., to be constant at
0.68 kPa by adjustin@},. The temperatures thus adjusted
are denoted a§,4and are plotted as a function efr in Fig.
3, whereT,, is also shown. The pressufe=pe'“' was mea-
sured with a series of pressure transdu¢éoyoda Machine
Works, DD-102 mounted on the tube wall via short ducts of
10 mm in length and 1 mm in inner diameter. The axial

Schematic illustration of the stack. The drawing in the circle is the overhead/€lOCity Was measured with a laser Doppler velocimeter

view of the stack.
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along a central axis of the tube. The velocity is not uniform
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distributions with all five stacks, the data with the three stacks, whose
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wr stack. The lines guide the eye.

FIG. 4. (a) Distribution of the phase delay of the cross-sectional mean
displacementZ relative to the pressur®. The position of the stack is NOt measurably dependent on the valuewof Instead,6y

represented by hatcheb) o7 dependence of the phase delay at the hot end,strongly depends omr. In Fig. 4(b), 64 is plotted as a
0y , where error bars represent uncertainties of the interpolation. function of w7. As wris decreased, i.e., the time delay in the
heating and cooling stages is reducéd,in Fig. 4b) mono-
along the radial direction in the tube because of viscosity otonically increases and approaches 90°. In response to the
the gas. Hence, the cross-sectional mean velotity decrease of the time delay, a value ébheeded for the ex-
=ue@"®) was calculated from the velocity measured atecution of the four stages with the same timing as that in the
the center of the tube by using a laminar flow theBrylore  Stirling cycle should approach 90°. Therefore, the experi-
details of the experimental method were describednental results can be taken as a demonstrationéisahatu-
elsewheré!*?The phase delay of the displacemeri rela-  rally adjusted so as to perform the four stages with the best
tive to pressureP is now given by inserting the measured timing for a given value ofwr. It is important to note that
value of ® into the relationd= m/2— . this adjustment of¢ is made without any external tuning
operation ofd by means of any moving parts. Based on the
experimental results and discussion, we conclude that in a
looped-tube thermoacoustic enging,is automatically ad-
A. Phase delay of the displacement justed to realize as efficient thermodynamic cycle as possible

The measured for the five values ofwr is plotted in ~ Under a given condition abr.
Fig. 4(a) as a function ok over the range-0.10 to 0.12. Let
us first discuss the data fas~=21, which are shown by
symbols of solid circle. By smoothly interpolating the data
into the stack, we can obtain the phase defay55° and Figure 5a) shows thex dependence of the pressure am-
0y =165° at the cold and hot ends of the stack, respectivelyplitude p measured under the condition f,.= 0.68 kPa for
These phase delays are much smaller th#h This repre- the choice of different values abr. It was found that the
sents that the phase #fin this case is advanced in compari- acoustic field in the looped tube is obviously characteristic of
son with that ofZ in the case ofd=#/2. It is important to  the standing wave field having pressure nodes and antinodes,
note that in the stack witlb7=21, the heating and cooling though 6 in the stack approaches the traveling wave phase
stages of the thermodynamic cycle are delayed as mentionegt: 7/2 with decreasingo7. In this subsection, we will dis-
in Sec. Il. The reduced value @frelative ton/2 we obtained cuss thewr dependence of the acoustic field in terms of the
compensates for the time delay in the heating and coolingnergy losses caused by viscosity and thermal conduction of
stages. As its consequence, in the stack with=21, the gas in the stack.
four stages, the heating, expansion, cooling, and compression As wrdecreases and hence, the flow channel in the stack
stages, can be executed with the timing similar to that in thés obviously narrowed, the energy loss due to viscosity be-
ideal case ofv <7 and 6= 7/2 shown in Fig. 1. However, comes serious. The viscous loss is known to be proportional
it should be noted that the Stirling cycle can no longer beto the square of the velocity amplitude® Here, we focus on
realized in this case because of the irreversible heat exchangfee wr dependence afi in the stack. In Fig. &), the mea-
between the gas parcel and the wall of the stack. sured distributions ot in the vicinity of the stack are pre-

We now consider the other four cases, where smallesented. We can see that at the stack is decreased with
values ofwr are employed. As can be seen in Figg)46c is  decreasingor. The decrease af in the stack contributes to

IV. EXPERIMENTAL RESULTS AND DISCUSSION

B. Pressure and velocity amplitudes

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Ueda et al.: Letters to the Editor 3371
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hesr/2 without ext L tuni d that. wh . 137, Biwa, Y. Ueda, T. Yazaki, and U. Mizutani, “Thermodynamical mode
gpproac es’_' without ex em.a .unlng an a » Whemr IS selection rule observed in thermoacoustic oscillations,” Europhys. Lett.
increasedy is decreased. This is taken as evidence that the 60, 363-368(2002.
thermoacoustic engine is automatically tuned to realize thé'Y. Ueda, T. Biwa, T. Yazaki, and U. Mizutani, “Acoustic field in a ther-
i i ; ; ; _moacoustic Stirling engine having a looped tube and resonator,” Appl.
szlluen';thermodélgg_mlc cycle as plozsugle uncciier a glvein con Phys. Lett81, 525252542002,
|t|'0n ol wr. In_a .Itlon, we revealed that andp .are gso BThe thermal diffusivity of gas is defined as= k/cppy,, wherex, ¢,, and
adjusted to minimize the energy loss due to viscosity and ,  are thermal conductivity, isobaric heat capacity per unit mass, and

thermal conduction in the stack. mean density of the gas, respectively.
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Beamforming with air-coupled surface waves around a sphere
and circular cylinder® (L)
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Beamforming using a microphone array mounted on the surface of a rigid or impedance sphere and
cylinder is discussed. The introduction of a structure into the space occupied by or immediately
adjacent to the array gives the array an effectively larger aperture and the possibility of enhanced
performance. Additional improvements can be obtained through the introduction of a surface that
permits air-coupled surface waves to propagate. Since surface waves travel at a speed less than the
speed of sound in free space, the aperture of the array can be effectively further increased.
[DOI: 10.1121/1.1898598

PACS numbers: 43.38.Hz, 43.20.Fn, 43.60[RJZ] Pages: 3373-3376

I. INTRODUCTION stricted to a strip of finite width embedded in an otherwise
rigid surface. Raspett al® discuss the penetration of surface
A circular array steered to targets around its periphery isvaves into shadow zones. Thus, a further modification to the
a popular geometry when the array main beam must beharacteristics of the beam pattern can be expected from the
steered over a full 360° azimuth. A conference telephoneffectively large aperture provided by the reduced sound
application is a prime example. This choice of geometryspeed of the surface waves.
avoids front—back ambiguity for talkers located on opposite
sides of the array and allows a fairly uniform main beam t0;, scATTERING BY SIMPLE SHAPES
be steered over a full angle of 360°. For example, Mtkias
recently discussed the concept of phase modes to generate a Simple shapes such as spheres and cylinders are chosen
desired beam pattern in the frequency range from 300 t@r convenience in the anaIySiS. Exact analytical solutions
5000 Hz for a circular microphone array mounted around a&fe available to describe the acoustic dif‘fraction, aIIowing
rigid sphere. predictions of beamforming behavior. These choices are not
In this paper, we first discuss the acoustical mechanism&€ant to represent an optimum design, but rather as a vehicle
associated with mounting a microphone array around a strudo illustrate concepts.
ture when using a simple beamforming algorithm. It is o scattering by an impedance sphere
shown that mounting a circular microphone array around a

rigid sphere or cylinder, through diffraction effects and the AN €xact analytical solution for the sound field from a
increased travel tinfefor the acoustical signals to circum- PoINnt source scattered by a rigid sphere is given in Bowman

navigate the diffraction structure, gives the array an effec®t al’ ltis straightforward to extend the solution to the case
tively larger aperture. The larger aperture can modify the®f an impedance sphefé.

characteristics of the beam pattern, such as beamwidth, side- Consider a sphere of radigswith specific surface im-
lobe level, and directivity. pedanceZ/pc=1/B, wherepg is the normalized specific ad-

The paper then discusses the introduction of a surfacBlittance (see Fig. 1 There areN microphones equally
treatment that permits air-coupled surface waves to propaPaced on the equator of the sphere. In the case of a point
gate around the structure. Surface waves over an impedanc@Urce located arg, 6y, o) the total sound field around the
plane are expected when the imaginary component of thgphere Is, for <ro

surface impedance is springlike reactance and is greater *

than the resistive componettt. Surface waves can travel O=i E (2n+ 1)Pn(cosas)h§11)(kro)

above the surface at a speed much less that the speed of n=0

sound in free space, depending on frequency and surface X[jn(kr)—RyhM(kr)], (1)

impedance. Reference 5, for example, describes how passive _ ) _
directivity can be achieved from air-coupled surface wavesWhere cosf)=sin(6p)cos@—¢y), Kk is the wave number,,
where it is shown how directional receivers can be designe@ndhn are spherical Bessel functiorf2, are Legendre func-
by generating surface waves above a lattice of cavities rions, and

jn(ka)+iBjn(ka)

@Portions of this work were presented in “Air-coupled surface waves and n= h ka)+iBh,(ka) : @
Beamforming microphone array mounted on a sphere and circular cylin- n( 1B “(
der,” Proceedings of the 18th ICA, Kyoto, Japan. In Eq. (2), the prime indicates derivatives. Whgh-0, Eq.

YElectronic mail: gilles.daigle@nrc-cnre-ge.ca . . .
9Now with Gennum Corporation, 232 Herzberg Road, Suite 202, Ottawa,(l) reduces to the expression found in Ref. 7 in the case of a

ON K2K 2A1, Canada. hard sphere.

J. Acoust. Soc. Am. 117 (6), June 2005 0001-4966/2005/117(6)/3373/4/$22.50 3373



source

To

)

Y

FIG. 1. Array of microphones mounted around the equator of a sphere.

B. Scattering by an impedance cylinder

Consider an infinite cylinder of radius=a centered

(4)
and

J/(kasin@)+iBJ,(kasin )
HY' (kasing)+igHY(kasing)

n=

®

In Egs.(3) and(5), J,, andH{" are Bessel functions and the
prime indicate derivatives anglis again the normalized spe-
cific admittance. WheB—0, Eq.(3) reduces to the solution
for a hard cylinder.

Ill. CALCULATIONS
A. Beamforming and directivity index

Assume N number of equally spaced microphones
mounted in a circular array, on the equator of a sphere or
around the circumference of a cylinder. A beam pattern can
be calculated by multiplying the normalized sound field,

along thez axis (see Fig. 2, where we have defined circular Gm, Observed at each microphone positiomwith an appro-

cylindrical coordinates such that=p cos¢, y=psing, z

priate beam-steering coefficieMy,,, and then summing the

=7). In the case of a point source the exact solution for thecontributions of each microphone

sound field around a hard cylinder contains the infinite sum

of a complex integral expressidnmaking computations dif-

ficult. Computations of sound fields and beam patterns using

1 N
B(6,¢)= —m; WG (6)

the exact solution and a far-field approximation show thaiBeam-steering coefficients can be obtained by any one of a
essentially the same results are obtained once the source iSrﬂImber of array_processing Strategies_ In the case of a circu-
least a few wavelengths from the cylinder. Thus, it iSjar array in free field, the coefficien®/,, in Eq. (6) will be

straightforward to show that in the case of plane-wave inCithosen to implement simple delay-sum beamforming for the

dence, the total field around an impedance cylinder is

b= ZO cogne)eq(—i)"[ I (Kp sino)

—RHY(kp sing)], 3

where
Az
R g
- y
p \

FIG. 2. Array of microphones mounted around a cylinder.
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purpose of the present paper. In the case of the circular array
mounted on the sphere or cylinder, the most straightforward
option is to choose coefficientd/,,, that correspond to a
delay-sum beamformer—i.e., coefficients that have unit am-
plitude and a phase that compensates for the time of flight
(including the effects of diffractionat each microphone. If
G0 is the sound field at microphone positiomwhen the
source is in the steering directiodd, ¢o) of the array, then

Wm:G:n0/|Gm0|i (7)

where thé& indicates the complex conjugate. No attempt is
made here to find optimized beam-steering coefficients since
the main purpose is simply to illustrate concepts. The sound
field at each microphone positian is obtained by setting
r=ain Eq. (1) in the case of a sphere, pe=a in Eq. (3) in
the case of a cylinder and appropriate angles.

The directivity is the ratio of the beam-pattern response
in the steering direction to the average response over all di-
rections. The Directivity Index is 10 times the logarithm of
directivity

|B(6o, o)

f2ﬂfw|B(0,¢)|zsin0d0d¢
0 0

DI=10logy 1 (8)

4

B. Surface impedance of the sphere or cylinder

The conditions for the existence of air-coupled surface
waves are discussed in detail in Ref. 3. In short, surface

Daigle et al.: Letters to the Editor



Directivity Index (dB)
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FIG. 3. Beam pattern at 660 Hz when microphones are mounted on &G, 4. Directivity Index when microphones are mounted on a sphre.
sphere N=8, a=13.3cm. Impedanc_:e sphe(solid) with Re@Z)=0.1 and =8, a=13.3cm. Impedance sphefeolid) with Re@)=0.1 and¢=10 cm,
€=10 cm, hard spherédashedq free field (dotted. hard spherédashe free field (dotted.

waves are expected when R£Im(Z) and Img)>0, as- the hard sphere produces a narrower beam, while the reduced
suming a time convention exp{wt). That is, the surface speed of the surface wave produces an even narrower beam
must have a “springlike” reactance. For the purpose here, irpattern.
order to illustrate concepts, an idealized specific impedance The Directivity Index is shown in Fig. 4 in the case of
is assumed the sphere. The dotted curve is simple delay-sum beamform-
. . ing when the array is in free space. The dashed curve is the
ZIpc=ReZ)+i cotkt). © result in the case of the hard there. With the exception of
In practice, Eq(9) approximates the impedance of a lattice frequencies around 1800 Hz, there is an increase in the Di-
of cavities® In Eq. (9), € is the depth of the cavitie,is the  rectivity Index at all frequencies. The Directivity Index in the
wave number, angc is the characteristic impedance of air. case of the impedance sphere is shown by the solid curve.
In the extreme case when €0, strong standing waves Surface waves are generated at frequencies whemk{got(
are produced around the sphere or cylinder with large peaks0. This occurs over two regions in Fig. (4t frequencies
and dips in amplitude. This in turns makes it difficult to below about 900 Hz and again between about 1800 and 2500
control the beam characteristics over a broad frequencilz) and an increase in the Directivity Index is observed.
range. If ReZ) is too large, the sound field and beam char-When cotkf)<0, no surface waves are generated and the
acteristics collapse to the case of the hard object. By choo®irectivity Index is comparable to that of a rigid sphere.
ing the appropriate value for R&( the standing waves are Changes to the radius of the sphere and/or the imped-
dampened and it will be shown that improved beam charac-
teristics are possible.

IV. RESULTS AND DISCUSSION

We assume an array of eight microphones equallyg -10F--.
spaced around the equator of a sphere. The radius of thg
sphere isa=13.3cm. A point source is located at( ]
=3m, 6,=7/2, $o=0). The beam patterns for a frequency %
of 660 Hz are shown in Fig. 3. The look angle is the azimuth §
angle, ¢, and the beam is steered toward the source. Theg 20
dotted curve is the response of the circular array in free spac®
calculated from simple delay-sum beamforming. The dashec .25
curve is the response when the eight microphones are
mounted equally spaced around the equator of a hard spher: Col . .
The solid curve is the response obtained by settingZRe(  -180 -120 -60 0 60
=0.1 and¢=10 cm in Eqg.(9). The small resistive compo- Look angle ¢ (deg)
nent of the impedance is chosen to represent realistic Valu%G. 5. Beam pattern at 660 Hz when microphones are mounted on a cyl-

(see Ref. 3;_ in practice, ther? is a weak freque_ncy depenider. N=8, a=13.3 cm. Impedance cylindésolid) with Re@)=0.1 and
dence. The increased travel time due to diffraction around¢=10 cm, hard cylindetdashe free field (dotted.
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1
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F=Y

tween the sphere and cylinder can be attributed to the differ-
ent behavior of the objects for source positions in yhez
plane[see Eq(8)].

ey

N
T

1

V. CONCLUSION

Mounting an array on a physical structure increases the
travel time to each microphone, giving the array an effec-
tively larger aperture. If the surface of the structure is treated
to generate air-coupled surface waves, this can effectively
. increase the aperture further. A hard sphere and a hard cyl-
al J inder provide comparable improvement in beamwidth and

- Directivity Index. Both the impedance sphere and impedance
al.-7" ] cylinder were able to provide further enhancement. In the
case of the chosen geometry in this paper, the combined

. R . effect of the sphere and surface waves narrows the beam
300 1000 3000 pattern and increases the Directivity Index between 300 and
Frequency (Hz) 3000 Hz, by as much as 5 dB at some frequencies in the case

FIG. 6. Directivity Index when microphones are mounted on a cylinger. Of the sphere.

=8,a=13.3 cm. Impedance cylindésolid) with Re@)=0.1 and¢=10 cm,
hard cylinder(dashed| free field (dotted. ACKNOWLEDGMENT
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Active control of energy density in a one-dimensional waveguide:
A cautionary note (L)

Ben S. Cazzolato,® Dick Petersen,” Carl Q. Howard,” and Anthony C. Zander?
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Acoustic energy density has been shown to be a highly effective cost function for active noise
control systems. Many researchers have used the sound field in a one-dimensional waveguide to trial
their control strategies before moving onto more realistic three-dimensional sound fields. This letter
aims to shed some light on the observations made in the early papers on one-dimensional energy
density control and also shows that some of the analysis was incorrect and the conclusions reached
may be flawed. ©2005 Acoustical Society of AmericdDOI: 10.1121/1.1920213

PACS numbers: 43.50.HKAC] Pages: 3377-3380

I. INTRODUCTION shown to coincide to the modal solution for rigid-walled
The popularity of energy density sensors for use in ac—rgdggg:gz;;i\ﬂ“eﬁcshol\ggg :]h';ZPCZ??ATT.IZ}]:S(’;&%C):%%N
tive noise control systems has grown strongly in receni P lation. it 'I\INbI u th ;’ I ! rl:; date has b
years, with investigations on both one-dimensional ormdiation, It Wit b€ seen that all research 1o date has been
severely compromised by numerical noise. The added advan-

system$° and three-dimensional systef?s1° Acoustic en- . tthe traveling wave model is the computational effi
ergy density, defined as the sum of the acoustic potential an@J¢ Of the traveling wave modet 1S the computational etti-
lency in which it may be used for any arbitrary termination

kinetic energy densities at a point, is commonly estimated

using the two-microphone methbdnd is given by(see the condition, unlike the modal solutlon,_vx_/hlch may require a
Appendiy very large number of modes for nonrigid terminations.

pA(z)  pvA(2)
2p02+ 2 @

Fol?) Il. MODELING THE ACOUSTIC RESPONSE

wherez is the locationy is the density of the fluid, andis OF A RIGID-WALLED FINITE DUCT

the speed 9f sound in the f'%"d- The mean of the outputs from Consider the hard-walled one-dimensional waveguide of
the two microphones prov!des an estlmate_ of the acoustigte lengthL and arbitrary termination conditions described
pressure, the square of which, when normalized by A¢2, by &, and®, as shown in Fig. 1. The pressure response in
is equal to the a_lcoustlc potential energy denS!ty at a DO'n}he duct at a point arising from a source with unit volume
The pressure difference between the two microphones '§elocity located at, is given by the summation of all pos-

used to calculate the acoustic parfncle velocitythe square  giple direct and reflected wave componéht
of which, when normalized by/2, is equal to the acoustic

kinetic energy density at a point. (2,25 = ﬁ[e—jk\zs—z\+e—jk(zs+z>e—2cp1
Researchers investigating active noise control have often 2S

used the sound fields inside one-dimensional waveguides to + elk(zs+2) o= 2jkL -2,

investigate various control strategies prior to moving to real-

istic three-dimensional sound fields. The research into active + elklzs—Zgm2jkL—20, — 205 2)

noise control using energy density as a cost function is NQvherek is the acoustic wave numberjs the speed of sound

e>r<]ccrapt|%n.nRi(taV|eV\r/1s;rolf t:\retcu:renitnllter:]ratgirn(: thcim:]tvlvf m?il\r/] is the density of airSis the duct cross section, assumed to
energy density controf strategies in one ensional reactivie small relative to the wavelength such that only plane

fields: global c_ontrol using a smgle_gontrol sourckand waves propagate, and@ is the modal reverberation factor
local control using two control sourcés® For all these cases

the one-dimensional sound field has been modeled using galven by

rigid-walled one-dimensional modal model. It will be shown _ 1

that this modeling technique has obscured the true results 1 _ g-2ikLg—2015- 20, &
and often misled researchers into believing their results to be o )

accurate. where the termination phasom®; ;= mway,—j7B1, (Ref.

The work presented here has used a traveling wave s@3 _are related to the reflection coefficients b,
lution as an alternative formulation. This solution can be=€ ~ 2~ where the exponential form results in a compact
expression for Eq92) and(3). The appropriate values far

Y - — _ and g yield specific termination conditions. For example, a
, Electronic mail: benjamin.cazzolato@adelaide. edu.au rigid, totally reflective termination is achieved by setting

Electronic mail: cornelis.petersen@adelaide.edu.au - T . . TR .
9Electronic mail: carl.howard@adelaide.edu.au a—,B—Q (®=0), while an aneghplc termination is achieved
9Electronic mail: anthony.zander@adelaide.edu.au by making the real part ob infinite, namelya=oo.
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| L | levels of attenuation at least 10 dB higher than predicted,

L—4 | whereas simulations typically provide an estimate of the
Z ‘ maximum levels of attenuation one could expect to achieve.
Loudspeaker , The reason for this discrepancy can be found by consid-
1o S Microptiones Te‘,"n‘;",{g{l,n ®, ering the traveling wave model. It can be shown that the
solution to minimizing the pressure at two microphones
| Zon, : downstream of the source results in complete attenuation of
! ' ! pressure at all locations downstream of the control sotfrce.
Zn, It therefore follows that the necessary relationship between

_ _ o , the primary source of strengtl, located atz=0 and the
FIG. 1. Schematic of the 1D system under investigation. The duct is length .

L with arbitrary termination conditions described by the complex phasorssecondary source at Is
&, and®,. There is a volume velocity source at a distangérom end®d e_jkzs( 1+ ez(pl)
and two microphones &y, and Zp,-

o 2ikzs 4 201

ds=—0qp (6)
Looking at Eq.(2), it can be seen that the sound field is
made up of two traveling waves: a forward-traveling wave
(first two termg and backward-traveling waviesecond two
termg. The infinite number of reflections from the two end

which converges to the solution obtained for an infinite
waveguide asR{®;}—c, namely gs=—q,e *%. The
pressure response after control is therefore given by

caps is accounted for by the modal reverberation factor in pC e Ikz(g2ikz_ g2ikzs) (1 4 @201 :
Eq. (3). (2,2 = 25 1+ g2ikzst 20, s
It should be noted that it has been assumed that the
sound field is entirely one-dimensional, and that evanescent 0 z=z
propagation of cross modes has not been included. Conse- @

quently, there exist no near-field effects adjacent to sources. The net effect of the control source is to completely

reflect the sound back upstream via a pressure release bound-
L. ENERGY DENSITY CONTROL ary.condiltionz.4 The reason that this solution was not
achieved in the previous work is due to small phase errors in
The traveling wave formulation will now be applied to the pressure response estimates. Modal truncation is the
two scenarios modeled previously: global control with onesource of these errors in the numerical modal model. In fact,
control source and local control using two control sourcesas the total number of modes in the formulation is increased,
Like previous work, causality has been neglected when forthe solution converges to the traveling wave solution up to a
mulating the control law. This is acceptable when modeling goint, as illustrated in Fig. 2. Eventually the numerical pre-
feedforward control strategy such as the FX-LMS algorithm cision of the computer program is reached, which then intro-
The optimal strength of the control soufsgqs, is found by  duces noise and prevents any further convergence. This has
minimizing the following Hermitian quadratic form cost been observed by the current authors. The noise in the pre-
function? vious experiments may have come from many sodrcasch
J=qfAgs+ b+ bHgg+c, (4)  as resolution bandwidth errors, poor coherence, etc.

N ) u The closed circular duct used in Refs. 1-4 has been
where the Hermitian control matrid=Z"2Z, the vectorb —seq o illustrate these results and issues. Figure 2 shows the
=Z"p,, and the scalarc=pyp,. The latter is the pressure response of a duct5.6m in length and 0.116 m
(weighted’) sum of the squared pressures at the error SensGk diameter, driven at a frequency of 200 Hz by a primary
locations for the primary fieldp,. This weighting is such soyrce positioned at one end of the duct and a control source
that energy density is minimized. The individual terms of the|gcated arbitrarily at 0.34. The speed of sound= 343 m/s
control source transfer function matrix are given by Eq. gnd the densityp=1.2 kg/nf. The modal quality factor of
(2). Provided that the control matriA is positive definite Q=50 was used, corresponding to termination phasors of
and full rank, the optimal control source strengths and Corapproximatelyd, = & ,~1/9. Two microphones separated by
resgonding minimum value of the cost function are giveny 7 cm with a midpoint located at 0.47were used as error
by? sensors. The results from the traveling wave solution are

Usop=A"'b, Jop=C—b"A"'b. (5  compared with results from a modal model using various
numbers of modes. The primary sound field for all solutions
is almost identical, as is the controlled sound field upstream

Consider the case of a single control source investigatedf the control source. However, the controlled pressure
in Refs. 1-4, where the energy density was estimated usingownstream of the control source is quite different, even
the two-microphone technigliéwhich is briefly summarized between modal solutions. Note that the controlled sound field
in the Appendix. Using simulations based on a modal of the modal model begins to converge to the traveling wave
model, previous researchers found that when the source waslution as more modes are added. Eventually, the modal
located upstream of the two microphones,<z,) the model ceases to change with the addition of modes. It was
sound-pressure levels downstream of the source were réound that this is due to numerical noise associated with the
duced by between 20 and 40 dB. Their experiments showlouble-precision calculations.

A. One control source
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Energy density control in duct
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Kestell et al®>~® investigated the case of two control

B. Two control sources sources downstream of the two microphones. It will be

Since it was shown in Sec. Ill A that only a single up- Sshown in the following analysis that this is a poorly posed
stream control source is required to attenuate completely theroblem and that the control matrix is rank deficient.
acoustic energy density downstream of the control source, it ~ The transfer function between two microphones located
is clear that two control sources upstream of the two microat Z,, andzy, when driven by a source located ztin the
phones will result in a rank-deficient control matrix. duct is given by

14 g2lkzm, 2%,
- : - ngml<zm2<zs$|-a
ef”‘(szzmz)(l—l—eZJkZmﬁzq’l)
(1_|_ersz+ZCI>1)(erkzm2+e2jkL+2<1>2) 0= “L
H12—< - - - - \Zm1<ZS<Zm2\ ’ (8)
e—jk(zml—zmz)(l_l_e2jkzm1+2¢1)(821kzs+e2JkL+2<IJ2)

2jkz 2jkL+2d

et m 4 e 2
: L : 0<z<zp <zp,<L.

e—Jk(zml—zmz)(e21k2m1+e2]kL+2<I>2)

From Eqg.(8) it can be seen that, when the source is notsource is located downstreafor upstream of both micro-
positioned between the two microphones, the transfer fungshones, it is then obvious that the second control source does
tion between the two microphones is independent of thenot offer any more control authority than a single control
source position. This is to be expected and is the basis for theource. Therefore, two control sources located downstream
two-microphone transfer function method used to measuréor upstreamof an energy density sensor is a rank-deficient
impedance and absorption in impedance tife fact,  problem. This implies that both the numerical and experi-
solving Eq.(8) for the complex reflection coefficient when mental work of Kestellet al®>=8 is incorrect and explains

the source is upstream of the two microphones gives why they had such poor correlation between their numerical
H ks simulations and experimental results.
R2=e2¢)2=e2jk(Lzml)( 12 e ' (9 Presumably the reason that they were able to calculate
ekS—H,, the strengths of the control sources at all was due to the same

reasons discussed in the previous section. Noise in both the

wheres=z,, —z; is the microphone separation. This is the numerical and experimental results meant that the condition
same expression derived by Chung and Bl&%er. number of the control matrix was no longer infinite and
Given that the transfer function between the two micro-therefore invertible. However, this matrix would have been
phones is independent of source positian) (when the extremely poorly conditioned, indicative of a poorly posed
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92, 1992, pp. 357—361.
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Tracking the time to recovery after induced loudness reduction
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In induced loudness reductigiLR), a strong tone causes the loudness of a subsequently presented
weak tone to decrease. The aim of the experiment was to determine the time required for loudness
to return to its initial level after ILR. Twenty-four subjects were exposed to 5, 10, 20, or 40 brief
bursts of 2500-Hz pure tones at 80-dB SRhducers and then tested in a series of paired
comparison trials. Subjects compared the loudness of a weak t2Ef# Hz at 60-dB SP)Lto the
loudness of a comparison tone at 500 Hz previously judged to match the target. The comparison task
was repeated until the two tones were again judged equally loud. The results showea) that
recovery after ILR is a relatively long process with a time scale of minutes(l@necovery time
increased approximately 20 s with each doubling of the number of inducer2008® Acoustical
Society of America.[DOI: 10.1121/1.1898103

PACS numbers: 43.66.dA\JO] Pages: 3381-3384

I. INTRODUCTION tones in a choice decision task, conditions that produce ILR
also produce longer response times and higher error rates
Under appropriate conditions, presenting a relativelythan do control conditions. The positive relation between re-
strong inducing tone reduces the loudness of a subsequegonse time and error rate is a hallmark of sensory as op-
weaker toneg(Arieh and Marks, 2003a; Mapes-Riordan and posed to decisional changeuce, 1986.
Yost, 1999; Marks, 1994; Niedet al, 2003. The phenom- Still lacking, however, are data about recovery after
enon was initially called recalibratiofMarks, 1994, on the  |LR. After ILR, how long does it take for the loudness of the
premise that it reflects a general principle of intensity pro-target tone to return to its original level? The purpose of the
cessing in the nervous system. Later, the name induced loudurrent report was to systematically explore this question.
ness reductioflLR) was offered to describe the effect spe-  The literature does offer a few clues about recovery after
cifically in hearing(Scharfet al, 2002. Because this report |LR. Arieh and Marks(20033 showed that 3.3 s after the
deals exclusively with loudness, we shall adopt the lattepresentation of the inducer, the loudness of the target tone is
term here. still reduced substantially, such that the level of the matching
Four important properties of ILR have been determinedone is 13 dB less than the matched level without the inducer.
since it was first reporteMarks, 1988. First, under optimal Mapes-Riordan and Yo$1998 reported that, even when the
conditions the extent of the loudness reduction can reach 1terval between the inducer and the target tone is increased
dB or more(Arieh and Marks, 2003a; Niedet al., 2003. In to 10 s, ILR remains strong. Markd4993 noted that ILR
other words, a stronger inducer can reduce the loudness, jArgely dissipates when a 60-s pause follows a condition in
sones, of the weak target by at least half. Second, ILR igyhich ILR is induced. Thus, while ILR arises quickly, within
frequency specific, being greatest when the inducer and thgoo ms, recovery after ILR is a relatively long process re-
target fall within the same critical bariarks and Warner, quiring some dozens of seconds.
1991). Third, the inducer must precede the target by at least The present study also examines how recovery from ILR
200 ms(offset—onsetfor significant ILR to appeafArieh  gepends on the number of inducers. It is reasonable to ex-

and Marks, 2003b And fourth, ILR is maximal when the cgect, for instance, that recovery time after ILR will depend
SPL of the inducer is 60—80 dB SPL and the inducer anty, the magnitude of ILR itself: the greater the reduction in

target differ in level by 10-20 dBMlapes-Riordan and Yost, |oydness, the greater the time to recover. Systematic data

1999. _ about the way magnitude of ILR depends on number of in-
_ Importantly, ILR does not reflect a response bias bulyycers are also lacking. In many studies of ILR, the number
instead is a sensory change, most likely a change in the et jnqucers was not controlled nor even reported. For ex-

sory representation of the intensity of the target tone. Arie'hmple, in an adaptive procedure often used to study ILR
and Marks(2003h showed that when listeners detect Weak(Arieh and Marks, 2003a; Mapes-Riordan and Yost, 1999

the matching points depend on the listeners’ patterns of re-
dElectronic mail: ariehy@mail.montclair.edu sponses, so the number of triglequal to the number of
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presentations of the indugecan vary considerably between 60-dB SPL(details of the procedure can be found in Jesteadt,
listeners and between experimental conditions. 1980, and Arieh and Marks, 2008a

The effect, if any, of number of inducers bears impor- After determining the matching point, the subject served
tantly on the nature of ILR. It is possible, for example, thatin four experimental conditions divided into two different
ILR is an “all or none” process that begins anew with eachsessions separated by at least 24 h. Each condition was di-
presentation of an inducer. If so, then varying the number ofiided in turn into two continuous parts. In the first part, the
inducers would have no effect on the magnitude of ILR, orsubject heard an uninterrupted series of 5, 10, 20, or 40
on the time for recovery. Alternatively, like so many pro- 2500-Hz tones at 80-dB SPL that served as inducers. The
cesses of “sensory adaptation,” ILR may reflect the outcomeb0-ms inducing tones were presented at intervals of 1 s
of a suppressive process that builds up through repeated préffset—onset On the screen, a visual countdown accompa-
sentation of inducers, and hence requires increasingly greatared the inducer sequence and upon its termination a pair of
time to dissipate. tones was presented for paired comparison. The two tones

A word is in order as to the logic of the study. Subjectswere the 500-Hz matching level determined at baseline and
started an experimental session by listening to uninterruptethe 2500-Hz, 60-dB target. The subjects were instructed to
series of 5, 10, 20, or 40 inducers. Immediately thereaftejudge which tone was louder as quickly as possible without
subjects were presented with a sequence of paired compasacrificing accuracy. The order of the two tones was random-
son trials. Each trial consisted of the target tone with theézed across trials and the tones were preskfte apart. The
same frequency as the inducers and a comparison tone withprogram recorded the subject’s response and its latency from
different frequency. The latter was previously deemed equahe onset of the paired comparison trial.
in loudness to the target tone. The subject’s task was to judge After the first ten trials the probabilitg of selecting the
which tone was louder. We reasoned that if the target ton¢arget tone as louder was computedp fell between 0.4 and
underwent ILR by the preceding inducers, the listeners).6, it was concluded that the subject performed at chance
would tend to choose the comparison tone as louder. Howand full recovery had been reach@dfinal p larger than 0.6
ever, as time elapsed ILR would dissipate and loudneswas also considered as complete recovery; however, none
would recover. At this stage listeners would increasinglyoccurred in the current stulyOn the other hand, ip was
choose the target tone as the louder of the pair. According temaller than 0.4, it was concluded that recovery was not
this procedure, when the target tone regains its original loudeomplete and another trial was presented. From this point,
ness, listeners’ performance would be at or close to chandde probability of selecting the target tone as louder was
level. Thus, the point of full recovery was defined as thecontinually computed over the ten most recent trials until full
point where subjects performed the paired comparison tastiecovery had been reached, after which the session termi-
at chance level. nated.

It was assumed that recovery occurred within the time
period that elapsed between the first and the last of the final
ten trials. Thus, the midpoint of that time period was taken as

:\II.UFIQ\/IEEE:EORV(EE\TNF[?L?CNIIEIQLSR AS A FUNCTION OF THE the recovery time. For example, if recovery occurred be-
tween trial numbers 32 and 41 and these trials occurred 90
A. Method and 120 s, respectively, after the start of session, then recov-
Twenty women and four mefage range 18—40 all ery t_inj(_e was recorded as 105 s. Finally, to minimize the
associated with Montclair State University, participated inpos‘s'b'“t.y of order effgc;ts, we used aII. 24 possible orders of
the four inducer conditions. Each subject received one pos-

the study. All reported normal hearing. bl der- the first t giti f din th
Testing sessions were conducted in a sound—treate}‘ﬂ € order, the hirst two conditions were performed in the

chamber. AVIATLAB program running on a Dell Pentium-IV irst session and_ the last two conditions were performed in
PC controlled all aspects of stimulus presentation, data coF—he second session.

lection, and on-line computations. Subjects’ responses wer
entered via the computer keypad. The pure-tone signals we
generated by a Tucker-Davis System 3 real time processor at As anticipated, there were no effects of order. The cor-
a sampling frequency of 50 kHz. The signals were then aprelation between the recovery time and the serial position of
propriately attenuate@@ucker-Davis PA5 modu)eand deliv-  a condition in the presentation order was negligiblg94)

% Results

ered binaurally for 50 mgincluding 5-ms cosirferise and = —0.039,p=0.78. The average proportion of selecting the
decay through calibrated TDH-49 headphones mounted irtarget tone over the first ten trials was 0.229, 0.194, 0.180,
MX41/AR cushions. and 0.138 and over the last ten trials was 0.421, 0.408, 0.420,

Before the start of each experimental session, the subjeeind 0.413 for the conditions containing 5, 10, 20, and 40
performed a baseline task to determine the matching poirihducers, respectively. A repeated measures analysis of vari-
between the comparison and the target tone. It is critical t@ance revealed that the final averages did not differ statisti-
establish a reliable matching point because this point servesally (F<1). Given thatp=0.5 represents chance perfor-
later to gauge recovery time. In the baseline task, we used mance, recovery was caught a bit early but equally so in all
randomized adaptive two-track ascending and descendingpnditions.
procedure to determine the level of a 500-Hz tone equal in  The resolution of our measuring method is the average
loudness to the designated target signal—a 2500-Hz tone &tne for making a paired comparison judgment, which was 3
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7 160 7 pause conditions were 113.1 and 119.5 s, respectively, the
2 140 - difference (dependent-pait-tes) not being reliable[t(9)

g 120 - =1.2, nd. Thus, we conclude that exposure to ten additional
£ target presentations in the no-pause group during recovery
é 100 1 had no significant effect on the final recovery time.

E- 80

2 609 Ill. DISCUSSION

€ F

T - - - - T - - - The measurement of recovery after ILR, and indeed the
5 10 15 20 25 30 35 40 45 measurement of sensory recovery in general, presents an in-
Number of Inducers teresting challenge. Recovery, by definition, is a dynamic
FIG. 1. Averaged recovery time@n seconds for the 24 listeners plotted process that continuously changes with the passage of time.
against the number of inducers. The error bars represent one standard er@p the other hand, reliable measurement necessitates several
of the mean. . . .
observations of the same event. Observations, especially be-
havioral observations, however, take time. How can a con-
s. Thus, the average time to complete the first ten trials thagtantly changing event be measured reliably?
are necessary for the computationpof 30 s, and the mini- Our solution is to define recovery as a probabilistic pro-
mal recovery time afforded by our procedure is 15 s. As thecess that is computed over a roving window of observations
data show, these limitations were inconsequential under theomprising ten successive loudness comparisons. Once the
stimulus conditions. listener can no longer reliably discriminate between the tar-
The recovery time for each inducer condition was aver-get tone that underwent ILR and a comparison tone that was
aged across subjects. The averages are presented in Fig.pteviously deemed equally loud, recovery has been reached.
As can be seen, recovery time increases with the number dfhe method is not perfect, its resolution being about 3 s, and
inducers. The shortest average recovery time was 70.5 s fdrcannot measure recovery times smaller than 15 s. A crucial
the 5-inducer condition and the longest was 129 s for theonsideration is the size of the observation window. Increas-
40-inducer condition. A repeated-measure analysis of variing the window’s size will increase reliability but will also
ance showed a main effect of inducer conditiéi(3,69) increase the lower limit of measurement; decreasing the size
=3.64, p<0.05. A closer look at Fig. 1 also reveals that, will decrease the lower limit of measurement but will also
within the tested range, the function that relates the numbedecrease reliability. We chose our parameters after careful
of inducers to recovery time is not linear. In fact, every timeconsideration of the available literature on recovery after
the numbers of inducers is doubled an approximately conl.R. Applying the method to other sensory processes would
stant amount of time—around 20 s—is added to the recoveryndoubtedly require adjustments to its parameters.
time. This suggests that recovery time increases approxi- Our report is the first to measure recovery after ILR to
mately with the logarithm of the number of inducers. Thethe point where the target’s loudness returned to or near to its
curved line in Fig. 1 shows a log function fitted to the data,original level. A main finding is that recovery time increases
computed by regressing recovery time on log number of inmonotonically with the number of inducer tones presented in
ducers; the fit is excellent, explaining 99% of the total vari-the exposure phase. The fastest recovery time, recorded after
ance. The small number of data points, however, prohibits @xposure to five inducers, exceeded 1 min. The slowest re-
conclusive test of the form of the function. For example, acovery time, after exposure to 40 inducers, exceeded 2 min.
linear fit explains 93% of the variance in our data set—IlessThese results fit previous observations that hinted that recov-
than that produced by the logarithmic fit, but still substantial.ery after ILR is a long process, on the order of dozens of
Thus, at this point any conclusion about the function relatingsecondgArieh and Marks, 2003a; Mapes-Riordan and Yost,
recovery time to number of inducers must be tentative. 1998; Marks, 1998 We note here the asymmetry between
One possible limitation of the current procedure is thatthe onset and the offset of ILR. The onset is a fast process;
recovery time is correlated with the number of target presentLR is already present 200 ms after the presentation of the
tations. That is, the longer the recovery time the greater thenducer. The offset has a completely different time scale;
number of comparisons, and, consequently, the greater thdissipation of ILR takes over a minute after exposure to five
number of exposures to the target tones. It is possible thahducers. Any future model of ILR will have to account for
these additional exposures prolong recovery times. To evaltthis property.
ate this possibility we ran ten additional subjects in a control ~ We also found that a log function provides a good de-
experiment that tested recovery from 40 inducers only, buscription of the way recovery time depends on the number of
under two conditions. The first condition replicated the origi-inducers. Put simply, adding inducers does not lead to pro-
nal experiment, in that the paired comparisons began as sogortional addition of recovery time. In the range used here,
as the induction phase ended. In the second condition, weach doubling of the number of inducers added another 20 s
inserted a 30-s pause between the induction phase and th@recovery time. Regardless of the exact shape of the func-
start of the judgment phase. Thus, in the second condition thiion that relates the number of inducers to recovery time, the
subjects were allowed to recover for 30 s before being exfact that they are positively related is important. Assuming
posed to the target tones. Consequently, they were exposetiat the magnitude of ILR itself is associated with recovery
on average, to ten fewer target presentations than the ndime, we can surmise that the former is also positively related
pause group. Average recovery times for the no-pause artd the number of inducers. That conclusion supports a model
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of ILR that has “memory” for previous exposures to induc- for their cogent comments on the earlier version of this
ers: It allows for accumulation of loudness suppression efpaper.
fects over time. On the other hand, the conclusion does not

t “all ” del i hich th K Arieh, Y., and Marks, L. E(20033. “Time course of loudness recalibration:
support an “all or none" model In which tne SUPPression .yications for loudness enhancement,” J. Acoust. Soc. Ald, 1550~

effect resets on every exposure to inducer. Admittedly, a di- 1556.
rect measurement of the relation between the magnitude @frieh, Y., and Marks, L. E(2003h. “Recalibrating the auditory system: A

ILR and recovery time will go a long way towards clarifvin speed-accuracy analysis of intensity perception,” J. Exp. Psychol. Hum.
this issue y 9 9 y fy 9 Percept. Perform29, 523-536.

) ) Jesteadt, W(1980. “An adaptive procedure for subjective judgments,”
That the magnitude of ILR is related to the number of Ppercept. Psychophyas, 85-88.
inducers also has practical implications. Many studies useduce, R. D. (1986. Response TimegOxford University Press, New

; ; York).
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Effects of vocalic duration and first formant offset on final
voicing judgments by children and adults (L)
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Developmental research into relative weighting of vocalic duration and spectral properties in final
voicing perception has produced different results, depending on whether natural or synthetic speech
stimuli have been used and how spectral properties have been manipulated. This paper reports
developmental data for final voicing using natural stimuli waveform edited for vocalic duration and
resynthesized for first formant offset. Results indicate that in perception of final voicing there are
adult-child differences in weighting of vocalic duration and first formant offset, consistent with
previous findings for vocalic duration and spectral properties more gengsalNittrouer, J. Acoust.

Soc. Am.115 1777-17902004]. © 2005 Acoustical Society of America.
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I. INTRODUCTION perception, mainly studies of prevocalic fricative perception

I . . _ e.g., Nittrouer, 1992; Nittrouer and Miller, 199but some
There is increasing evidence that preschool age cthreEu g., Nirou rou ! Rbu

. ) . : ._research has found clear evidence againge.iy., Gerrits,
perceive speech on the basis of multiple acoustic propertle%Ol_ Mayo and Turk, 2004
but weight these properties differently from aduélen and Ir,1 recent researc,h deéigned to test the Developmental
Norwood, 1988; Gerrits, 2001; Mayo and Turk, 2004; Mor- Weighting shift hypothesis, Nittrou¢2004) tested children’s
rongielloet al, 1984; Nittrouer, 1992; Nittrouest al., 1988; gnhting yp '

: . erception of final voicing in American English using syn-
Nittrouer and Studdert-Kennedy, 198For example, in a perc - )
study of the English prevocalic fricative contrasigh/shy thetic and natural speech stimuli. For synthétirck/bugand

(Mayo and Turk, 2004 children aged 3—4, 5, and 7 years pot/podstimuli, which varied in vocalic duratiofnine stepps

weighted formant transitions more heavily than adults. anq first formantF1) offset (two IengS, 6- "?‘”d 8-year-olds
Final voicing in English has also received attention inWeighted F1 offset more and vocalic duration less, compared

research into children’s speech perception, but little is knowr{’ ith .a<|ju,lts, aj fmea_sure? by pa;t'al corre_latlon coeff|l:,/|ents
about the relative weighting of different properties by chil- (Partialr’s) and function slope and separation. Natura¢

dren. Greenle¢1980 and Krause(1982 manipulated pre- bug stimuli were constructed on the basis of three natural
ceding vowel duration in natural and synthetic stimuli, re-{0kens of each obuckandbug with release burst and clo-
spectively, and the results suggest that 3- and 6-year-ol8“re voicing deleted. Vocalic duration was manipulated by

children can use vowel duration alone in identifying final 9€€ting pitch periods, or reiterating a single pitch period,
voicing if the voicing-related vowel duration differences are ffom the vowel steady state. The two series based on original

large enough. Wardrip-Fruin and Pead®84 aimed to as- buck and bug recordings differed in fur.1damentlal frequency
sess 3- and 6-year-old children’s use of vowel duration, finafF0 and all formants(although recordings which matched
transition, and closure voicing in identifying final voicing, closely in FO were selected as the basis for the stimuli
but the variability in the results and the small scale of the ~ AS compared with synthetic stimuli, for natural stimuli
study make it difficult to draw conclusions about the specificooth adult and child judgments were heavily influenced by
effects of these properties on children’s judgments. Lehmathe spectral variation, and manipulations of vocalic duration
and Sharf(1989 tested voicing identification and discrimi- had correspondingly less perceptual effect. Differences be-
nation by 5-, 8-, and 10-year-old children with synthetic tween adults and children in weighting of vocalic duration
stimuli varying in vocalic duration, and found decreasingWere smallerby slope measuyeor nonexistentby partialr
variability in identification and improved discrimination with measurg Spectral variation influenced 6-year-olds more
increasing age. than adults(by partialr, but not by the separation in func-
With respect to the relative weighting of acoustic prop-tions).
erties by children, one proposal is the Developmental A follow-up experiment using natural stimuli with vo-
Weighting shift(Nittrouer et al. 1993; Nittrouer and Miller, calic durations comparable to the synthetic stini&xperi-
1997: the hypothesis that children weight formant transi-ment 2 in Nittrouer(2004] found no age-related differences
tions more heavily than adults, which is based on the ideén relative weighting of vocalic duration and spectral prop-
that children process speech more globally than adults, ierties, except that adults were more likely to give voiced
larger units such as syllables. This hypothesis has receivgddgments to stimuli with longer vocalic durations if they
some support in experimental studies of children’s speeckwere also derived from originally voiced tokens. On the ba-
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sis of results from natural stimuli, Nittroug2004 con- TABLE |. Fundamental frequency and formant values for the stirfiali
cluded that the strong effect of spectral properties on voicind"z)-

judgments was most likely due to syllable-offset transitions, Time 50 ms before  Vowel
especially F1. Nittrouef2004 also noted, however, that the vowel onset vowel offset offset
natural stimuli also varied in higher formant transitions, and 139 108 01
formant transitions corresponding to voiced and voicelesg, (low F1 series 784 770 530
variation were present in syllable onset and steady statg: (high F1 series 784 770 650
(when the latter was not shortened in stimulus construgtion F2 1427 1349 1358

Given the difference in results between synthetic and™3 2690 2758 2906

natural stimuli in Nittrouer(2004 as well as the range of
results in previous research on children’s perception of final

voicing (Greenlee, 1980; Krause, 1982; Lehman and Sharfitch periods from the steady-state portion of the vowel. F1
1989; Wardrip-Fruin and Peach, 198the relative influence  ffset manipulations were made by resynthesizing the last 50
of vocalic duration and F1 offset transitions on final voicing ;s of the vowel (using Kay CSL LPC Parameter
judgments by children and adults warrants further investigayanipulation/Synthesis Program, Model 4304, software ver-
tion. In particular, in the natural modified stimuli in Nittrouer gjon 1.%). All 14 stimuli had the same FO, F2, and F3 values
(2004, F1 variation between voiced and voiceless offselfrom the original hard recording listed in Table 1. The
transitions was possibly confounded with variation in FO, F2stimyli were audibly and visually free of artefacts from the
and F3. From the data in Nittrou¢2004 alone, it is not  regynthesis and waveform editing. The wordform log fre-

possible to conclude for certain that the results are due tgyency in the CELEX English databasersion 2.5 is simi-
variation in F1, and not variation in FO, F2, or F3. This paper|y for heart (2.1614 andhard (2.2672.

provides specific data on the relative weighting of vocalic

duration and F1 offset in judgments of final voicing in En-

glish by children and adults, using modified natural speech

stimuli in which F1 alone was manipulated and all otherc. procedures
spectral properties were held constant. The dialect studied is

Australian English; these data complement existing studies Participants_ were tested individually: Eaph participant
of final voicing in American English. judged 11 repetitions of each of the 14 stimuli, for a total of

154 judgments per listener. The experiment was run on a PC
laptop (IBM Thinkpad R31 with high-quality external
speakers(Cambridge SoundWords PC Wojksand pro-
A. Subjects grammed in game format using DMDXDMDX is pro-

The participants were 19 adultsnean age 20 years, grammed by Jonathan Forster, University of Arizoriae-
range 18 to 4P and 19 children(mean age 4 years 10 SPonse keys were picture-labeled. Adults were tested in one
months, range 4 years 2 months to 5 years 6 mon@isil- four-block session in a quiet lab room. Children were tested
dren were recruited from preschools in Sydney; adults werd four one-block sessions in a quiet room in their preschool.
18 first-year undergraduate students at the University of? €ach block, the participant received four demonstration
Western Sydney participating for course credit in an intro-riais of the two endpoint stimulinard: 293-ms vocalic du-
ductory psychology course and one graduate student in ps§tion, low F1 offsetheart 126-ms vocalic duration, high
chology who was a volunteer. No participants had phoneti¢-1 Offsel, with feedback. Participants completed training tri-
training. Male/female ratios were 1/18 for adults and 8/11 for2!S with the endpoint stimuli, with feedback, until they gave
children. According to self-repofadulty and parental report SIX COnsecutive correct responses. Test trials did not include

(children, all participants had normal hearing and Speechfeedback. Test _block 1 comprised 28 Frials; t_he other test
and no history of past or present recurrent middle ear infecblocks had 42 trials each. Children received stickers and en-

tions. Data from one additional adult participant and threecouragement after each 7 or 11 test trialspending on the
additional child participants are not included here. These lisP!0cK), and received two endpoint reminder trials before re-
teners did not meet 70% accuracy during testing on the tw§UMIng testing.

endpoint stimuli(hard: longest vocalic duration, low F1 off-
set; heart shortest vocalic duration, high F1 offget

Il. METHOD

-

(=1

o
)

B. Stimuli

-~
9]
L

~High F1

A recording ofhard spoken by a young male speaker of Low 1

Australian English was modified to produce a set of 14
heart-hard stimuli varying in vocalic duratior{seven steps,
126 to 293 ms, step size was 26 or 27 ms except for the last
step which was 33 msand F1 offset frequenctwo levels:
falling linearly from 770 to 650 or 530 Hz over the last 50
ms of the vowel. The release burst and closure voicing were
deleted. Vocalic duration was varied by successively deleting  FIG. 1. Mean labeling functiongwith standard errojsfor adults.
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w o
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and children differ in the relative weighting of vocalic dura-
tion and F1 offset. Adults weight vocalic duration more than
children. Children weight F1 offset more than adults when

- High F1 separation in phoneme boundaries is used as an estimate of
~Low F1 F1 offset weighting. There is a nonsignificant tendency to-
wards the same effect when partials used to estimate F1

offset weighting.

The pattern of results obtained here for Australian En-
glish is similar to that found in Nittrouef2004 for Ameri-
can English. The stimuli used in the present study, however,

~
(6]
I

Percent Voiced Judgment
N [¢)]
o o

(=)

126 153 180 206 233 260 293
Vowel Duration (ms)

FIG. 2. Mean labeling functiongwith standard errojsfor 5-year-olds. varied in F1 and vocalic duration only, rather than varying in
vocalic duration, F1, and possibly other spectral properties as
IIl. RESULTS well, as in the stimuli in Nittrouef2004). The present study

) ) ) . thus provides perceptual data for natural stimuli about the
Figure 1 shows mean labeling functions for adults, Fig.gpecific role of F1 offset in final voicing judgments. The

2 for 5-year-olds. Table Il provides estimates of the Weight-present data suggest that the patterns found for natural
ing of vocalic duratiorimean slopes, partial correlation co- gtim i by Nittrouer(2004, where variation in vocalic dura-
efficients(partialr’s) f_or v_ocahc duratior and th_e W§|ght|ng tion did not compensate perceptually for variation in spectral
of F1 offset(separation in phoneme boundaries in steps 0E)roperties, probably reflect the effects of any or all of the

vocalic duration, partiak’s for F1 offse). Probit analysis following properties: higher formants, FO, and F1 steady
was used to calculate 50% crossover poiftts measure giaie and onset. as well as F1 offset.

separation in phoneme boundajiesid slopes. To facilitate In conjunction with the data from synthetic stimuli in
comparison with data in Nittroug2004), slope is stated as ¢ rqpther and Manii1992 and Nittrouer(2004), the present
the change in probit units per step on the duration conyaes gyggest that for adults, vocalic duration is an important
tinuum, and the same restrlquons as in Nittrotg004 are cue for the perception of final voicing in English which is not
used for 50% crossover estimates 3.5 steps beyond the ganerally overridden by variation in F1 offset alone. Chil-

continuum). dren’s perception of final voicing, however, appears to de-

Estimates using slope and separation between functioq;ebp in childhood, as they come to give more weight to
indicate that adults and children differ in the relative weight-,,; 5jic duration and correspondingly less to F1 offset.

ing of both vocalic duration and F1 offset. The slope esti-
mates indicate that adults weight vocalic duration more than
children, t(22.25)=4.879, p<0.001. The separations be- ACKNOWLEDGMENTS
tween the functions indicate that children weight F1 offset ) o )
more than adults,(26)= — 3.38, p=0.002. The author thanks the child participants, their parents,
Estimates using partiat’s present similar patterns. @nd preschools for their time and effort.
Adults weight vocalic duration more than childréh(36)
=6.26, p<0.001]. There is no significant difference be- Allen. G. D.. and N 8, 3. ACL98B. “Cues for int icd and 4
: : : : en, G. D., an orwood, J. A. . ues 1or intervocalic t/ an
tween adults and children in the weighting of F1 offset in children and adults,” J. Acoust. Soc. Ara4, 868—875.

[t(36)=—1.51, p=0.14] although there is a tendency for crowther, C. S., and Mann, V¥1992. “Native language factors affecting

children to weight F1 offset more than adults. use of vocalic cues to final consonant voicing in English,” J. Acoust. Soc.
Am. 92, 711-722.
IV. DISCUSSION Gerrits, E.(200)). “The categorisation of speech sounds by adults and chil-

dren: A study of the categorical perception hypothesis and the develop-
These data provide evidence from modified natural Mental weighting of acoustic speech cues,” Ph.D. thesis, University of

o . . , L Utrecht, http://www.library.uu.nl/digiarchief/dip/diss/1946869/
speech stimuli that in the perception of final voicing, adults inr:iﬁd.htm. pilfwflbrary ud-nicigrarcnieliaipraiss

Greenlee, M.(1980. “Learning the phonetic cues to the voiced-voiceless
TABLE Il. Mean slopes, separations between functions at phoneme bound- distinction: A comparison of child and adult speech perception,” J. Child
aries, and partial’s for vocalic duration and F1 offset. Standard deviations Lang7, 459—468.

are given in parentheses. Krause, S. E(1982. “Vowel duration as a perceptual cue to postvocalic
consonant voicing in young children and adults,” J. Acoust. Soc. An.
Adults 5-year-olds 990-995.
Lehman, M. E., and Sharf, D. J1989. “Perception/production relation-
Weight given to vocalic duration ships in the development of the vowel duration cue to final consonant
Mean slope, across functions 0.65 0.19 voicing,” J. Speech Hear. Re82, 803—-815.
(0.39 0.13 Mayo, C., and Turk, A.(2004. “Adult-child differences in acoustic cue
Mean partialr for vocalic duration 0.59 0.24 weighting are influenced by segmental context: Children are not always
(0.20 (0.19 perceptually biased toward transitions,” J. Acoust. Soc. Afb, 3184 —
3194.
Weight given to F1 offset Morrongiello, B. A., Robson, R. C., Best, C. T., and Clifton, R.(K984.
Mean separation between functions 153 4.96 “Trading relations in the perception of speech by 5-year-old children,” J.
(2.49 (2.87 Exp. Child Psychol37, 231-250.
Mean partialr for F1 offset 0.33 0.42 Nittrouer, S.(1992. “Age-related differences in perceptual effects of for-
(0.22 (0.19 mant transitions within syllables and across syllable boundaries,” J. Pho-

netics20, 1-32.
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A note on reflection of spherical waves
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Acoustic Research Center, Department of Electronics and Telecommunications, Norwegian University
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(Received 9 November 2004; revised 9 March 2004; accepted 15 March 2004

In 1909 Sommerfeld gave an exact solution for the reflection of a spherical wave from a plane
surface in terms of an oscillatory integral and also presented an asymptotic solution for the case
where both source and receiver are at the boundary. Y¥&19 presented an alternative solution

and also an asymptotic solution for the case where the source is at the boundary. It is known that the
general case is solved if a general solution for the case where the source is at the boundary is known.
Here it is demonstrated that it is sufficient to have the general solution for the case where both
source and receiver are at the boundary. This is mainly of theoretical interest, but may have practical
applications. As an example it is demonstrated that Sommerfeld’s approximate solution gives
Ingard’s (1951 approximate solution which is valid for arbitrary source and receiver heights.

© 2005 Acoustical Society of AmericdDOI: 10.1121/1.1904303

PACS numbers: 43.20.Bi, 43.20.El, 43.28.En, 43.50RR] Pages: 3389-3392

I. INTRODUCTION II. FORMULATION OF THE PROBLEM

The most important and best reference work on reflec-  Let V2 be the three-dimensional Laplace operator. The
tion of spherical waves is still, without a doubt, the 72 pageproblem of a point source above an impedance plane as in-
paper by Sommerfeld909. He was strongly motivated by dicated in Fig. 1 is defined mathematically by the boundary
the then newly established wireless telegraphy of Maxwellyalue problem for the inhomogeneous Helmholtz equation
Hertz, Tesla, and Marcoriamong others Besides electro-

magnetic wave$Collin (2004] the problem is also impor- (=V2=k*)p=4mop, for >0, @
tant for outdoor sound propagatigéttenborough(1988;
Embleton(1996; Rudnick (1957)]. The importance of the ap

problem is reflected in the amount of literature on this sub- 9z ~ikpp for 2=0, @

ject. The complete list of literature is not included here, but ) .
good selected lists are given by Brekhovskikh999, for the complex pressure Wlth the restrictions R&>0,
Salomons(2001), and othersBanos (1966; Bies (199g; Mk=0, Ref=>0,h=0, wherek is the wave number and
Mechel (2002]. Due to the nice physical interpretation and is the specific nqrmallzed_adm!ttance of the |mpedance
the numerical convenience the method of complex imageQIane' The SPeC'f'C normal|zed impedance is glveany_
[Di (1993: Keller (1979 Li (1996; Morse(1944; Rawlins 1/B. The point source is repres_ented by the d(_—:-lta function
(1983] should be mentioned. The contributions of Rudnick 8.0ony Wherehs is the source height. The task is to deter-
(1947 and Ingard(1951) must also be mentioned since they mine the pressure at an arbitrary receiver position given by
have become classical. Chien and Sor@k@75, 1980 pre-  the coordinatesZr)=(h,,r) as indicated in Fig. 1. The
sented an approximate solution which is used frequently, antinportant special cases wheng=0, h;=0, or Imk=0 are
in particular in the Nord2000Krag (2002] and the HAR- defined by limits of cases where these parameters are non-
MONOISE (2002 engineering sound propagation methods. ZEr0. This ensures uniqueness of the solution also in these
The main contribution here is essentially given by a fur-important special cases. It turns out that these limiting cases
ther rewriting of the exact solution given by Wel919 and ~ ¢an be obtained by analytic continuation.
Ingard (1951). This results in an exact formula for the The solution of the boundary value probléf) and(2)
boundary loss as a function of only two complex dimension{S conventionally expressed by
less quantitiep and 7. This is the main result, and the result Dt 3)
stated in the abstract follows immediately from this. The first P=Pa™Pr.
quantity p is related to the numerical distance already iden- elkRy

tified in the approximate solution given by Sommerfeld pPg= R (4)
(1909. The second complex quantityis introduced here in !

Eqg. (12) below, and is hereafter called the second numerical elkRz

distance. By neglecting the weak dependence on the second p,=Q (5)

numerical distance the result is the approximate solution Re
given by Ingard(1951). As is well known, this solution is Q=[R,+(1-R,)F] (6)
closely related to the solution given by Sommerfél@09. P P

rR=2F

¥Electronic mail: Gunnar.Taraldsen@sintef.no Ps+p’

)
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Receiver

FIG. 1. Geometry of sound source and receiver above a

plane.

Mirror source r
where §=cosf#=h/R,, h=hs+h,. This defines the direct i (B+6)?
wavepy, the reflected wave, , the spherical reflection co- p= EkRzlJr—Bg, (11
efficientQ, the plane wave reflection coefficieRf,, and the
boundary loss factof. The geometrical quantities are given _ [
in Fig. 1. With this reformulation the problem of determina- = EkR2(18+ 9, (12)
tion of p is equivalent with the determination of eith@ror
= P q he where the path of integratio@ is fromu=0 to u=« on the

éeal axis for typical cases of interest. For the general case the
path C depends on the numerical distane@and the second
numerical distance. The W equals 1 ati=0 and is deter-
mined otherwise by analytic continuation along the path of
integration. An alternative solution is to keep the integration
path on the real axis and add a boundary wave term corre-
sponding to integration along a branch cut depending on the
location of the square-root singulariffhomassor(1976].

If both source and receiver are at the ground, then th

total wave solution is
o

po=2F - (8)
This offers an interpretation &&. Sommerfeld(1909 intro-
duced the boundary loss factér for this case. He proved
thatF for k.r>1 !s a functiop of only one complex quantity; Ingard pointed out the symmetry in thand 8 depen-
the qumerlcal d|stance.' This resqlt is by o means ObV'oqaence ofF. This result is not clear from the original exact
and is perhaps the main theoretical result in Sommerfeld Solution given by Sommerfeld. The normal incidence case
paper. Sommerfeld plotted the real and imaginary paif of 5=1 (or =1) gives p=r and In. ard’s exact result
as a function of his numerical distance. The numerical dis- 9 =7 9
tance is proportional with distanece andF approaches zero F=1+2pexp—2p)Ei(—2p), 6=1 or B=1.
for large numerical distances. Sommerfeld interpreted the (13
numerical distance as the phase difference between the syfix e E, is the exponential integral functiopAbramowitz

face wave and the air wave, and observed that at grazing 9727]. This result does not follow immediately from Som-
incidence and for hard ground the numerical distance can bgerfeld’s solution due to a singularity for=0 in the bound-
small even for large distances. ary wave term.

The dependence df on 7in Eq. (9) is weak, and by
neglecting this term the result is the asymptotic solution of
Ingard in terms of the complementary error function

Wey! (1919 presented an alternative approach for thelAbramowitz (1972],
solution of the problem considered initially by Sommerfeld. F~1+iJVmpY%e rerfo—ipt?), kR,>1. (14

The solution contained no explicit boundary wave term and

. . 2 . .
the resulting asymptotic expansion is not limited to the cas®Y adding and subtracting the term/g7)“ in the expression
where both source and receiver are at the ground. Ingarf®’ W it can be argued that E413) also can be taken as a

(1951) observed that the impedance boundary conditiorf€n€ral approximate solution for the cae®,> 1.
gives a simplification compared to the two-medium case if ~ 1h€ approximatior(14) was also derived by Lawhead

Weyl's rather than Sommerfeld’s approach is used. The a@nd Rudnick(1953, but with p replaced by
gument given by Weyl gives Eq10) in Ingard’s (1951

IIl. AN OBSERVATION FROM AN EXACT SOLUTION

oo
paper, and this equation simplifies further to w= |W|e'b=§|<R2(/3+ 8)%. (15
B e 'du Lawhead and Rudnick refer tmas the phase and the abso-
F=1- , (9) . . o .
c Jw lute value|w| as the numerical distance. This is consistent

with Sommerfeld’s definition. The approximatiqd4) has
been derived by different methods and in particular by Chien
and Sorokg1975, 1980. This particular result by Chien and

2
: (10)

u
W=1-—+
p

u

27
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Soroka is identical with the result derived by Lawhead andary condition (2) is replaced by continuity ofll and

Rudnick, but Chien and Soroka choose to refer to x 2011/9z at the boundarySommerfeld(1909]. A corre-
sponding acoustic problem is formally obtained by a replace-
Pe=\W (16 ment of the quantity®=k? by a complex mass density.

as the numerical distance. These results are consistent with SUmmary the ground can be characterized by a complex
the result given above by Egd.1) and(14) since Chien and Wave number and a complex mass density in the acoustic
Soroka assumg<1 and 5<1. problem, and characterized by a complex wave nunker

The main observation now is however that the exacnNd @ complex in the radio wave problem. Air is charac-

boundary loss factoF depends on only two complex argu- terized byk; andy; . _
mentsp and 7. This leads to Sommerfeld(1909 [Egs. (47) and (55)] obtained two

Theorem 1 Let po(r,k, 8) be the total wave field solu- solutions forkr>1 andh=0 for the case of large and small
tion for the case where both source and receiver are at thé]umerical distance. The two Sommerfeld solutions coincide

boundary. The boundary loss factor F for arbitrary source (\) and are given by Eq14) except for a factor 2 due to a

and receiver heights is then given by different boundary condition and a replacement/pfby «,
. where[Sommerfeld(1909] [Eq. (41)]
a2 "1 po(Ry K5, 85)
=R (17 , iooxfk
2 a szlr—A P 1 (20
ks=k(1+8B), (18 e
The two-medium case treated by Sommerfeld contains the
1+46/B boundary condition case in the limi,>k,, with the iden-
=P 1isp (19 tification = (kox2)/(kyx2). It can be concluded that Som-
merfeld’s approximation gives Eq14) for the casen=0.
Proof: Equations (8) and (9) together with p Theorem 1 can be applied to Sommerfeld’s result in the
=(i/2)ksRo(Bs)?=(i/2)kRy(B+8)*/(1+BS) ~ and 7  form of Eq. (14) for the caseh=0. This gives an approxi-
=(112)k;RoB85=(1/2)kRy(B+ 6) give the claim. U mation forh>0, and the result coincides with the asymptotic

It can be remarked that the conditions I3e-0, Imks  result (14) of Ingard. The require¢p™? in formula (14) is
=0, Rep;=0 are typically fulfilled for sufficiently smalb,  given by

but may be violated in the general case. In this case the )

solution py in Eq. (17) is defined by analytic continuation 1/2:1+' KR (ﬁ+5)/\/1+—ﬁ5 (21)
along the paths in the compléxand 3 planes given by the 2 2 ’

parameterization by in Eqgs. (18) and (19), respectively. here [~ denotes the principal value of the square-root. This
This will be explained by two examples. is the required analytic continuation from the cése =0

Theorem 1 gives an alternative route for the solution of ¢ jascribed after Theorem 1. The proof follows by observ-

the problem with a point source over an impedance plane. Ilihg that the involved functions in formulé&l4) are entire

.the. first step it is only necessary to con;ider. the grazing,nctions andy- is defined with the cut along the negative
incidence casé—cos#=0. The exact result in this case can o ayis. Incidentally formulé1) also generalizes the result

belwrltten ?S a complex_bllneflnteglrall, and th) repr;asgnts of the discussion of Stinsa1995 to include complex and
only one of many possible formulations. The analytic con-y,. numerical distance given by Ingard.

tinuation required for the general case can typically be done

simply by deformation of the integration path in the complex

line integral. A particular example is given by the original |v. CONCLUDING REMARKS
Sommerfeld integral solution, and the result is then that the

apparent singularity in the surface wave term for0 is It is remarkable that the exact boundary loss is a func-
transformed into a singularity fdR,=0. tion of only two complex quantitiep and 7. The resulting

This alternative route can also be used on any of thd N€orem 1 gives the possibility of obtaining alternative ap-
many available approximate solutions. In this case the and2roximations from existing approximatiorjg\ttenborough
lytic continuation is typically trivial since the functions in- (1980]. Theorem 1 can also be used to transform exact re-
volved are analytic in the required domains. A particular ex-SUlts[Enflo (1987 and Sommerfeld1909] which are sin-

ample is given by Sommerfeld's original approximate gular atr=0 into exact results which are singular oqu at

solution, and this will be considered next. R,=0. A natural task would be to obtain an approximate
Sommerfeld(1909 considered the problem of a pulsat- S0lution which improves Eq14) andis a function of only

ing vertical electric dipole above a plane ground. The air and?:7- O”% possibility is to considet in Eq. (9) as a function

the ground are characterized by the dielectric constant, thgf X=1/7" and a Taylor expansion around-0.

magnetic permeabilityw), and the conductivity. The electric

and_magqetiq fields_ are dgtermined by the Hertz vector POA CKNOWLEDGMENTS
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Moving average fields, macro-scale response measures,
and homogenizing micro-scale variation
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There are two critical issues when deriving a macro-scale prediction model starting from a more
complete, underlying model. The first is the precise relationship of the fields predicted by the more
complete model and the fields predicted by the macro-scale model. The second is the manner of
solving a closure problem that is invariably encountered in all such derivations. The understanding
that moving averages of the fields predicted by the more complete model are the fields predicted by
the macro-scale model is challenged on the grounds that accomplishing a moving average does not
eliminate micro-scale variation, it only appears to do so in one representation of the moving average
field. The solution of a closure problem by assumption is challenged on the grounds that the most
common assumptions are demonstrably invalid, even while leading to prediction models that can
provide reasonable estimates of the macro-scale response in some scenarios. In presenting the
challenges, it is further shown how a multiresolution analysis by an orthogonal wavelet system
provides a framework for both precisely defining macro-scale response fields, i.e., fields from which
all micro-scale variation has been eliminated, and presenting a formally exact solution for a
precisely described closure problem. ZD05 Acoustical Society of America.
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I. INTRODUCTION vis-a-vis that of macro-scale variation in one representation
of the field, a reduction that might be reversed by an appro-
The concept of a “moving average fieldMAF) ap-  priate signal processing. Rather the averaging ought to effec-
pears prominently in a number of derivations of theories forively eliminate micro-scale variation entirely, thereby pre-
fluid filled porous solids, of which the Biot thedfy’ is the cluding its recovery by any signal processing.
most often cited. Setting aside for a moment the specifics of A MAF is presented in this paper as one extreme of what
any particular derivation, the role assigned to MAFs is togre termed “fields of local averages$FLAs). A FLA is con-
represent macro-scale measures of the response fields thatucted in two steps. The first step is to collect a sufficiently
would be predicted using a more complete formulation thatiense set of discrete local averages of the underlying field;
applies to all length scales. Biot's theory, for example, isthe second step is to construct a continuous field from the
expressed in solid phase displacement, stress and strain fielgisllected averages. Distinguishing different FLAs are differ-
and fluid phase velocity, pressure and strain rate fields, all adnces in the precise meaning of “sufficiently dense” and in
which vary on length scales that are far larger than thehe manner of “constructing a continuous field.” Thus, a
micro-scales on which the pore structure can be observeqyaF is a limiting FLA constructed from local averages col-
Assuming a more complete formulation underlies Biot'S|ected at vanishing distance between neighboring averaging
theory, this more complete formulation would be expressegntervals. The opposite limiting FLA is constructed from lo-
in response fields that vary on both macro-scales and micrqs3| averages collected for neighboring averaging intervals
scales. The first task in deriving Biot’s theory based on thispat are separated by a distance equal to the size of the in-
more complete formulation, then, is to relate the responsgsryval. The MAF is shown to only appear not to include
fields in terms of which the two formulations are separatelymijcro-scale variation in one representation; the averaging in-
expressed. The MAF concept accepts the macro-scale fiel@grporated therein simply changes the relative strengths of
predicted using the Biot theory are moving averages of thene micro-scale and macro-scale contributions in this one
macro-/micro-scale fields predicted using the more completgepresentation. The other extreme FLA constructed from the
formulation. _ _ least densely populated set of all sufficiently dense locations,
The above suggests a question: Is a MAF an appropriatgp, the other hand, is shown to not include micro-scale varia-
macro-scale response field? One seemingly obvious requirgy, in all representations; the averaging incorporated therein

ment for an appropriate macro-scale response field is thalffectively reduces the strength of micro-scale variation to
this ought include only macro-scale variation, and not any,grq.

variation that is observed on micro-scales. The point to em- |, demonstrating the latter conclusion the FLA is iden-
phasize is that the act of accomplishing a moving averaggsieq with one component of a wavelet-based resolution of
ought not simply reduce the strength of micro-scale variation,o underlying field, the so-called “smooth componeht.”
The FLA is identified with the output of a low-pass spatial
dElectronic mail: mccoy@cua.edu filter for the underlying response field as input.
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The manner of deriving “homogenized field equations” macro-scale formulations are briefly considered in the light
that govern macro-scale response fields is next consideredf the present study. “Two-scale asymptotic derivatioHs”®
The critical step in any homogenization is addressing a cloaccommodate macro-/micro-scale variation by associating
sure problem, occasioned by an interchange of operationsith each response field, a postulated field that is defined on
that do not commute. The noncommuting operations encoura space described by two spatial coordinates, one for tracking
tered are the averaging that determines macro-scale resporsecro-scale variation and one for tracking micro-scale varia-
fields and the multiplying of the underlying response fieldstion. In providing a precisely defined resolution of a response
with fields that describe the environment microstructure. Fofield in “smooth” and “detail” components, the wavelet
a porous media, the environment fields are masking funciramework accomplishes by algorithmic steps what the two-
tions that distinguish the fluid and solid phases when thesecale method posits, and does so in a context that is not
are observed on the micro-scales. As first encountered, tigherently asymptotic. The significance of the closure prob-
closure “problem” is not a mathematical problem at all, but lem in the final result of a two-scale asymptotic derivation of
rather is an obstacle preventing completion of the derivatiorBiot’s equations is emphasized. Then, “statistical smoothing
process. Two approaches, then, can be put forth for addresgerivations™*~*?defer explicit reference to the length scales
ing its solution. The first is to simply accept the obstacle is inon which the response field can be observed, focusing in-
effect a problem in the mathematical sense, and intuit its$tead on a postulated ensemble of environments for which
solution, in the form of a “closure assumption” that ex- the more complete formulation applies. In accomplishing a
presses one’s understanding of the underlying physics. Thetatistical smoothing, each randomly varying response field
theories for fluid filled porous solids expressed in MAFs,is ‘resolved” as a mean, ensemble-averaged, field plus a
e.g., those presented in Refs. 68, accept a closure assungiochastic fluctuating field. Except for this different under-
tion. A more rational approach for addressing the closurétanding of the nature of the response field resolution, the
problem is to identify the mathematical problem that is thesteps for accomplishing a statistical smoothing and a
genesis of the obstacle, which can then to be solved to ovevavelet-based homogenization are formally identical.
come it. The wavelet-based resolution of the complete re-
sponse fields as complementary partial response fields, the
“smooth” component identified as a FLA and the “detail” {I/ABEEHS\“NGAFIELD OF LOCALLY AVERAGED
component, also provides a framework for partitioning the
more complete formulation as complementary partial formu- ~ The motivation for introducing a FLA is recognition that
lations expressed in the complementary partial responsany observation, or measurement, uses a physical device of
fields. The mathematical problem that underlies the closurénite size, which outputs a spatial average across the region
problem lies within the partitioned form of the more com- spanned by the device. The act of measuring is represented

plete problem, as shown in a later section. by a formula,
While the path for achieving Biot's theory as a wavelet- 1
based homogenization can be clearly seen in the formal steps y, :VJ W(X—X; ;| gey U(X)dX, )

presented, the detailed steps for accomplishing this goal is
left to a future research agenda for two reasons. First, th@hereu(x) is the underlying fieldW(x—X; ;| 4, iS @ nor-
objective of the present study, as already stated, is to emphgnalized window function that represents a device of sizg
size two issues of significance for all homogenizations, i.e.located atx;, andU; is the device output. For a device that
all derivations of macro-scale prediction models starting‘clips” the field in extracting the segment that spans the
from more complete models that apply to all length scalesregion covered and weights all points within the region uni-
Another derivation of Biot’s theory would not advance this formly, W(x—X; ;1 4.,) €quals unity or zero for points within
objective. Second, accomplishing the detail steps to arrive ajr without the region. The measuveis one of volume, area,
Biot’s theory is recognized as a far from trivial task. To date,or length depending on the dimension of the region covered.
reported wavelet-based homogenizatt8n¥ have been lim- A FLA is constructed by extrapolating a set of discrete
ited to one spatial dimension and to a more complete formulocal averages collected at a sufficiently dense set of mea-
lation that is described by the same field equations applyingurement locations, to obtain a field. Ambiguity arises in
at all points in physical space. The microstructure for theselefining sufficiently dense and in prescribing an extrapola-
scenarios is described by micro-scale variation in the envition process. “Sufficiently dense” implies an upper limit on
ronment property fields that enter the governing field equathe distance separating neighboring measurement locations
tions. While limited application of a multidimensional wave- with rational choices delimited by two extremes. One ex-
let framework has been report&tjts use as a basis for treme looks to the measuring device; the setpfalues for
homogenizing field equations has not been accomplishedneasurement locations separated by a distance eqligl,to
Then, the homogenization of formulations described by dif-is the most sparsely populated of all sets that warrant char-
ferent sets of field equations applying to different spatial do-acterization as sufficiently dense. For this choice, all of
mains when observed on the micro-scale, e.g., the more conphysical space is sampled by the set of measurement loca-
plete formulation that underlies Biot’s theory, raises an issugions with minimum overlap of the regions spanned for
of the distinction between geometric and topologic lengthneighboring locations. A FLA constructed from this most
scales that is beyond the scope of this paper. sparsely populated set tf; values is denoted by (X; ! ge),

For completeness, two alternative methods for derivingvherel 4, here, represents the distance separating neighbor-
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ing measurements. For the other extreme, one looks to thmeasured average, i.e., independent of the values of averages
underlying field and the “smallest scale” for observing its not in the neighborhood.
variation?® Let |4y denote the smallest scale for observing For U(X;l4ey), the size of the window that describes the
variation in u(x) and let U(X;lseq) denote a FLA con- averaging is equal to the size of window that describes the
structed from a set of local averages collected at neighboringynthesis. It would be a small step, then, to equate the two
locations that are separated by distance equal to a fraction @findow functions, to obtain a FLA that is described as
lieiq- TheU; values that determiné (X;leq) COMprise a far  “wavelet-motivated” in a subsequent subsection. For
more dense set than the most sparsely populated set thd(x;leq), the size of the window for synthesizing the mea-
determinedJ (X;1 4ey)- sured values equals the smallest scale for observing variation
That far more measurements are incorporated inn the underlyingu(x) field. It would be a small step, then, to

U(X;lselq) Suggests the “information content” itd (X;lfeiq) approximate this FLA by one that would be constructed from
is greater than ilJ(x;l4), even though the two FLAs are averages collected for vanishing nearest-neighbor separation,
based on measurements using the same physical device. ynthesized using a delta-function window.
tuitively, the additional information is variation in the under- A A . i

. ' . . A moving average field
lying u(x) field, which can be observed on scales smaller
than | 4,,. Consider: Any singleJ; is one measure of the Consider a FLA based olJ; measurements accom-
uncountable number of measures required to describe thglished at infinitesimal nearest-neighbor separation. Math-
segment of the underlying(x) field that is spanned by the ematically, this FLA is the smallggq limit of U(X;lepq).
device in outputtingJ;. Further, the nature of the informa- Alternatively, the FLA has a single-step representation de-
tion in the segment ofi(x), which is not measured by a scribed by Eq(1) with the discrete variables; , replaced by
single U; is clear; it is variation that can be observed onthe continuous variablex. This alternative representation
scales smaller thahy,. Now consider a set of averages, identifies the FLA as a MAF.
each of which is a measure ofiiferent segmerdf the same In discussing the MAF in detail, it is convenient to limit
underlying field. At issue is the information content in the setthe measuring device to one that spans a line segment and
of averages, and if any information of the variation in theweights all points covered uniformly. A line gauge for sam-
underlying field on scales smaller thdge, is contained pling a strain field would be a representative device. The
therein. It is clear that if the segmentsugfx) do not overlap output of a moving gauge of lengthis described by
the measured averages are independent and, therefore, the 1 (x+Li2
information in the set is no greater than the sum of the in-  U(x)= Ef u(x")dx'. 3)
formation in its members, in isolation. This is the case for x—Li2
U(X;lqe)- Itis equally clear, on the other hand, that if there ypon differentiating one obtains still another formula,
is overlap in the segments the measured averages are not
independent and, therefore, there ie inform'ation i.n the set dU(X) :E(U(XJF L/2)— u(x—L/2)). 4)
that is greater than the sum of the information in its mem- dx L

berls, n |solat|on'. This is the case for the 'setuqf from Referring to Eq(4), a field,u(x), that has micro-scale varia-
which U(X:lieig) i constructed. Moreover, it seems clear y , easured relative th, leads to a right-hand side that
that the a_dded information in this latter set are measures cfkas micro-scale variation. Clearly, thed(x), which upon
the variation that can be observed on scales smallerlthan differentiation equals the right-hand side, must be judged to

The second step in the eonstrucnon of a FLA is theincorporate micro-scale variation in(x). Indeed, subject to
precise process for extrapolating the set of measured ave

. 2 an assumption that one has auxiliary informationugk)
ages. An ext.rapol_atlon by splining,” a process that groups cross any fixed line segment of lendgththis formula would
the data set in neighboring subsets from which smooth, loc llow complete recovery ai(x) at all locationsx, based on
subfields are formed and subsequently joined to obtain '

. . : . : . . Tneasurements incorporatedh(x).
single global field, introduces its own smoothing. This obvi- The functions for which one is interested in constructing
ously could eliminate small-scale variation but not in a man-

. . o a MAF are not arbitrary but belong to a set that describe the
ner that can be mcorpor_ated in the der|vat|_on of mafro'scal?esponse fields for certain physical experiments. It is instruc-
flel9_equat|nns. Altematively, an extrapolation as a S’ymhe'tive to describe this set and investigate the right-hand sides
sis” is succinctly expressed by of Egs.(3) and(4) for its members. The set can be identified
with the aid of a physical device, a low-pass spatial filter.
U(x;l)= E Uid(x—x:1), (2) Fund.amentally, a low-pass spetial filter. identifies two sets of
. functions, those that pass the filter undistorted and those that
are blocked by the filter. Intuitively, the first set is comprised
where theg(x—X; ;|) denote a set of shifted windows, func- of functions that vary on length scales that are significantly
tions that fall rapidly to zero outside a neighborhood of thelarger than the characteristic length of the filter. ugf(x)
center locationy; . The size of the neighborhood is denotedrepresent a generic function that varies on length scales
by I, understood to equal the nearest-neighbor separation. Amounded from below by,,, a minimum, macro-length that
extrapolation as a synthesis obviously assigns values to the significantly larger thar., the characteristic length of a
extrapolated field in the neighborhood of a location at whichcertain low-pass filter. Further, the second set is comprised of
an average is measured “exclusively” by the value of thefunctions that vary of length scales that are significantly
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smaller than the characteristic length of the filter. ug{x) sion thatdU/dx is a good approximation adu,, /dx, con-
represent a generic function that varies of length scalesistent with a low-pass filtering understanding. Writing the
bounded from above bly,, a maximum, micro-length that is right-hand side as Xu,,+Auy)/L, however, emphasizes
significantly smaller thar.. The set of functions for which that the correct comparison of the contributionsugf and
one is interested in constructing a MAF is comprised of au,, in determiningdU/dx is the difference in their values at
synthesis of one function from each of these two sets. Lethe two ends of the averaging interval. Given thg{(x) is
u(x)=uy(x)+u,(x) represent the generic element of this essentially a constant over the extent of the averaging inter-
last set. Clearly, the description of the last set is consistental, the “strength” of the variation imuy with x, a varia-
with the macro-/micro-scale language used for describing th&on that is observed on the macro-scale, is a small fraction,
physical experiments for which a simplified, macro-scaleL/l,, of the strength of the variation iy, (x). This is not
prediction model is warranted. the case for the first termu,,; the strength of its variation
The filtering language settles, in one sense, the issue afith x, a variation that is observed on the micro-scale, re-
the precise relation of the response fields predicted by aains of the same order as the strength of the variation in
macro-scale model and those predicted by the more completg,(x). In order to compare the relative strengths of the
model that underlies it, by identifying the former as the out-variations inAuy and Au,, to one another, one obviously
put of low-pass filter when the latter is the input. This iden-must introduce the relative strengths of the variationsn
tification, of course, begs the question of describing theandu,, to one another. This latter comparison depends on the
mathematical operatothat represents the action of a low- specific response field thatrepresents. Fau representing a
pass filter, a description that is required if one is to “derive” displacement field, for example, the strength of the variation
a model for predicting the filter output starting from the morein u,,, is a small fraction of the strength of the variation in
complete model for predicting the filter input. The filtering uy,, which subsequently leads to a conclusion that the
language is useful to the discussion of this section in restastrengths of the variations ifhu,,, observable on the micro-
ing the question of the efficacy of the concept of a MAF: scales, and ii\u,,, observable on the macro-scales, are of
Does the constructed moving average when applied to thithe same order. Farrepresenting a strain field, on the other
restricted class of response fields reproduce the macro-scdiand, the strengths of the variation ip, and in u,, are
component as it blocks the micro-scale component? The enequal, which leads to a conclusion that the variatioA in,,,
phasis in the wording is the requirement that the micro-scalebservable on the micro-scales, dominates the variation in
component be blocked, and therefore unrecoverable usinfu,,, observable on the macro-scalEsr no response field

any signal processing. of interest does the variation iAu,, dominate the variation
The restated question is addressed by investigating thie Au,,.
right-hand sides of Eq€3) and (4) for elements of the re- The above-noted consideration simply emphasizes that a

stricted set. This can be accomplished in general, or in th&AF is not a useful measure for isolating macro-scale varia-
context of an idealized example that represents the set; then; it only appearsto isolate this variation imne represen-
interested  reader might use u(x)=Aysinily) tation of the MAF. Micro-scale variation continues to be
+A,sin/l,). Substituting either the general form or the ex- present and is easily observed in other representations of the
ample into the right-hand side of E(R) leads to the conclu- MAF. This, as demonstrated in Sec. Il B, is not the case for
sion thatU,,(x), the moving average afy(x), essentially the other extreme FLA.
reproducesiy (x), and that the “strength” of the variation in In concluding this section, one might note that introduc-
U.(x), the moving average afi,,(x), is a small fraction, ing the concept of a low-pass filter and then describing a
I /L, of the strength of the variation in,(x). Itis the sharp mathematical operator to represent it actually inverts a more
reduction of the strength of the variationug,(x) in contrib-  rational approach of first describing the mathematical opera-
uting to U(x) that suggests the construction of a movingtor and then showing that this represents a low-pass filter.
average represents the action of a low-pass filter. Howevelhe reason why the latter approach is the more rational is
as is made particularly clear using the idealized example, ththat there are numerous mathematical operators that repre-
variation in the much reduced L{x) is observed on the sent numerous kinds of low-pass filters, not all of which
micro-scales present a framework for deriving macro-scale prediction
This conclusion is further emphasized on substitutingmodels. The process was inverted in this section only to
either the general form or the specific example into the rightemphasize a point; the mathematical operator that outputs a
hand side of Eq(4). The result for the general form is writ- MAF does not represent a low-pass filter. In Sec. Il B, the
ten, correct order is re-established with the introduction of a
wavelet-based representation of a field, which both describes
d_U: Aup Auy _ Aupn+Auy (5) an operator that can be shown to represent a low-pass filter
dx L L L ' and presents a framework for deriving a model for predicting

Writing the right-hand side adu,,/L+Auy, /L and noting the low-pass filter output.
that the variation inuy(x) is observed on scales that are
significantly larger tharL, leads one to conclude that the
second term in this combination is a good approximation of  The second FLA to be investigated in greater detail is

duy /dx. Thus, would one be able to conclude this seconcbased on the most sparsely populated, sufficiently dense set
term dominated the first term, one would arrive at a conclu-of measurements and a synthesizing window that is identical

B. A wavelet-motivated FLA
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to the “resolving window,” i.e., the window representing the For the purpose of deriving homogenized formulations
averaging device. With a slight change is notation, 8¢. starting with a more complete description of the physics that

can be rewritten as applies to all length scales, on the other hand, one needs the
1 mother wavelet. The role of the mother wavelet is to define a

Ui:<Wi(X)7U(X)>ZVJ Wi (X)u(x)dx, (6) basis for a complementary subspace to the subspace of
smooth functions, in forming the function space to which

where the angular brackets interpret the averaging integral a§X) belongs. This complementary subspace is termed the
a scalar product. Geometrically, this interpretation identifiesubspace of detail functionthe low-pass filter described by
the set of local averages as projections of the underlyinghe scaling function completely suppresses all members of
u(x) onto a set of directions in the function space within this subspace. Restricting the wavelet systems to a class des-
which u(x) is to be found; each direction identified by a ignated as orthogonal, the subject matter of multiresolution
shifted replica of the averaging window. Next, equatinganalysis, the subspaces of smooth and of detail functions are
H(x—x;) andW(x—x;), the synthesis formula, E¢2), can  orthogonalthereby allowing the definition of a second pro-

be rewritten as jection operator that maps a genevigx) onto the subspace
of detail functions. The result of this second projection, de-
U(X;Lge) = S (W4(X),U(X))Wi (). (7y ~ noted byu@(x), is termed the “detail” component of the
I

u(x). This component is understood in terms of the output of
a wavelet-defined high-pass filter.
The elements of the wavelet theory that provides for its
efulness as a basis for a “homogenizati¢indt is not in-
erently asymptoti@are: (1) the one-to-one resolution of a
generic fieldu(x) as two componenta®(x) and u(@(x),
ne of which is an appropriate macro-scale field; é2)dhe
efinition of complementary projection operators for “parti-

This, then, identifiesU(X;l4) as a “projection” of u(x)
onto a subspace of the full space of whigtx) is a member;
the coordinate axes for the function subspace are describ
by the set of shifted windowsy;(x).

As evocative as the interpretation of Ed§) and (7)
may be, demonstrating the interpretation is warranted ana
determining the precise relationship of the subspace of which = "~ . .
the U(x; 40 is a member to the full space of whictfx) is tioning” a more complete formulatlon thgt applies for all
a member, is a nontrivial mathematical task. Fortunately Aength scales, as coupled, partial formulations that separately

part of the recently formulated theory of wavelets, termed pply to macro-sca_les and mlcro-s_cale_s. The use .Of the wave-
“multiresolution analysis,” addresses the issues in a mathfet theory as a basis for homogenization is described further
ematically rigorous mannérThis framework holds promise in Sec. Il.

as a definitive tool for homogenizing field equations that

govern the response of continua with complex, small-scalé/l: HOMOGENIZING GOVERNING EQUATIONS: A

structure, thereby obtaining equations expressed entirely iff LOSURE PROBLEM

macro-scale response measures. The mathematical task of deriving field equations that
Given the existence of an extensive literature on wavegovern macro-scale response fields starting from a more
lets and the limited objectives of this paper, a further expocomplete formulation that applies to all length scales can be
sition of a multiresolution analysis is neither necessary nogescribed as a homogenization. A critical step in a homog-
warranted. A few simple elements of the theory are usefulenization is addressing a closure problem occasioned by two
however, for appreciating its appropriateness both for idenpperations that do not commute, one an operation of averag-
tifying macro-scale response fields and as a framework fojng and the other a multiplication by an environmental field
deriving “homogenized” formulations governing these mea-that is part of the more complete formulation. The closure
sures, the topic of Sec. Ill. Thus, the wavelet theory refers toroblem is encountered in averaging one or more of the
a class of different “representations” of a time series or spaequations that are to be homogenized. As an illustration, con-

tial field, each separate representation associated with a di§ider a fairly typical example of a constitutive equation re-
ferent wavelet system. A wavelet system is defined by twaating stress and strain fields,

precisely related, scale-independent functions termed a

“scaling function” and a “mother wavelet.” In the context of 7(X) = C(X) €(x). ®

the desired application, once an arbitrary scale is introducedn this equationC(x) is the environmental field, in this case
the scaling function can be identified with the averaginga heterogeneous property field. Letting braces denote an av-
function, W(x), which defines the bases for E¢6) and(7).  erage, the average of E() is written,

In the context of the wavelet theory, thdu(x;l 4,) iS asso-

ciated with the “smooth” component of the underlying field {0} ={C(X)e(x)}. ©)
u(x), understood to be its “projection” on aubspace of An interchange of the order of averaging and multiplying
smooth functionsi.e., functions that have no variations on would obtain a right-hand side equal {€(x)}{e(x)}, an
length scales that are significantly smaller than an arbitrarilyequation relating the averaged stress and averaged strain
introduced scale. This is the basis of the filtering languagdields. The interchange, however, would only be valid for
introduced in Sec. Il A and the identification &f(x;l ) commuting operators, which is not the case here. Accepting
with the output of a wavelet-defined low-pass filter. For thethe operations do not commute one can always express what
purpose of identifying macro-scale response fields, one nedd in fact a nonequation by an equation, on introducing an
not delve any further into the wavelet theory. additional term. One writes
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{7(X)}={C(x) H{e(X)}+ a(x), (10) The first approach to obtaining the mapping is to assume
its form. This is the approach followed in achieving theories

) - " of poroelasticity expressed in moving average response
Consider, however, the possibility of another definitiorof - gaj4s The assumption is not introduced at this stage of the

one that determines it as a mapping{e{x)} and, perhaps, ~yerivation, however, but is delayed until after a manipulation
other response fields that enter the homogenized formulatioq \,nich the term “averaging theorem” is applied. The av-
Introducing this mapping, or rule, into EGQLO) would result g aging theorem was first proposed in the early 1960s by
in an equation expressed entirely in response fields that entgrlatter)?S and is featured prominently in many studies by
the homogenized formulation. It is in this sense that the "®Whitaker® Pride et al,” Berryman and Prid&,and others.
sulting equation is said to be “closed.” Determining the \yhjje the averaging theorem is presented in the referenced
mapping is the heart of the closure problem. _ __papers in the context of multidimensional averaging regions,
_ Underlying the concept of a closure problem is an im-y,e maninylations incorporated are actually more transparent
plicit assumption; there exists an underlying problem tha,;i, 5 restriction to a single dimension. Thus, differentiating

can be used to define the mapping that determirfes. A Eq. (11) gives the following expression for the derivative of
rational approach to the closure problem, then, would be the MAF defined onu(x):

first formulate this underlying problem, which could be sub-

an equation, which as derived, serves to “defin@(x).

sequently solved to determine the mapping. An ad hoc ap- dU(x) 1

proach to the closure problem would simply accept the un- dx E(m(x+L/2)u(x+L/2)

derlying problem exists, without identifying it, and intuit its

solution. The ad hoc approach is to solve the closure problem ~M(x—L/2)u(x—L/2)). (13)

by assumption. Next, the MAF defined on the gradient ofx) is written,
The ad hoc and rational approaches to the closure prob- ,

lem are considered separately in Secs. Il A and 111 B. [du(x)] _ EJHL/Zm(x’) du(x ))dxr (14)

dx L x—L/2 dx’ ’

A. Accomplishing “closure” by assumption

In studies formulating macro-scale equations for quidWhICh upon integrating by parts gives

filled porous solids, which are expressed in MAFs defined on du(x)

the response fields, the closure problem is encountered in [W

relating the MAF defined on the gradient of a response field,

accomplished across those segments of the averaging inter- L2y E jxﬂ/z(dm(x/))u(x,)d)(,

val within which the response field is defined, to the gradient L dx’ '

of the MAF defined on the response field itself. The environ-

mental measure in this case is a masking function that de- (15

scribes the segments spanned by either the solid frame or theentifying the first term on the right-hand side of E45)

fluid filled pore space. with
Consider the formula that expresses a MAF accom-

] = %(m(x+ L/2)u(x+L/2)—m(x—L/2)u(x

x—L/2

plished across those segments of an averaging interval within du(x) :
which a response field measwréx) is defined, dx
1 [x+Li2 see EQ.(13); reduces the equation to E¢l2) with G(x)
U(x)= —J m(x")u(x’)dx’. (11 given by
L Jx-Lr2
. . . . i 1 [x+Lzfdm(x")
The masking functiorm(x) equals unity for points within G(x)= Ef O u(x’)dx’. (16
x—L/2

the region for whichu(x) is defined, and zero otherwise. The

closure problem is encountered in relating the gradient ofntroducing a representation of the derivative field for the

U(x) to the MAF defined ordu/dx.”* The genesis of the masking function, as a sum of delta function distributions,
problem, here, is the operations of differentiating within andone can reduce Eq16) by writing

integrating across subregions of the line segmentl./2

/ 1
<x'<x+L/2, do not commute. Thus, G(x)= EE (£)u(xp), (17)
du)| | du(x) '
dx # dx - where thex; delimit those segments that are in the interval

. . ) ) (x—L/2x+L/2), within whichu(x) anddu/dx are defined.
The inequality can be expressed as an equality on introducrpe sign assigned to(x;) alternate, as determined by ones

ing a term,G(x), writing entering or leaving the segment when moving in the direc-
du(x)] dU(x) tion of_ incree_xsing_c _ N
ax |~ “ax e (12) It is at this point that a rule is postulated for determining

G(x) in terms ofU(x) and the MAFs defined on the other
Closure is accomplished by a mapping that determ@eg response fields that appear in the homogenized formulation.
in terms of U(x) and the MAFs defined on the other re- The existence of a formula that determir@gx) in terms of
sponse fields that appear in the homogenized formulation. the more fundamental(x) is obviously seen as a source of
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physical insight for intuiting the closure assumption. Thus,on the equations expressing this more complete formulation

for example, the formula demonstrates the valu&@f) ata  results in a “partitioned form” of the governing equations.

generic locationy, depends only om(x) values at locations To illustrate the partitioning consider a “scattering” formu-

in the interior of the averaging region identified by the lation for a radiation field in an environment with a micro-

mapping that determings(x) in terms of discretey; values  structure described by heterogeneous property fields that can

is in this sense “local.” This is an interesting conclusion thatvary on both the micro-scales and, perhaps, the macro-scales.

might suggest, but hardly demonstrates, that the mappinghe more complete model is expressed somewhat abstractly

that determine&(x) in terms ofU(x) and the other MAFs by

is local in the same sense. The closure assumptions that re-

sult in Biot-type equations accept local rules. U=Uo+GoQu, (18)
Leaving aside the issue of the implication, or lack whereu is the response field, the unknown radiation fieigl;

thereof, of Eq.(17) for postulating a closure rule for deter- is the corresponding field for a reference environment for

mining G(x), the author confesses to being troubled by anwhich there is no micro-scale heterogeneiyjs a “local”

apparent inconsistency with the interpretation of the averageperator that describes the interaction of the as-yet-

ing theoremas it is provedandas it is applied Consider that  undetermined radiation field;, with the micro-scale varying

the theorem expresses an equation of “operators,” and ndteterogeneity, represented Ry and, G, is a “propagator”

functions per se. That is, EqL2) equates the results of the that describes the distribution of the result of the interaction

actions of certain combinations of operators @ach and  of u and the microstructure throughout the reference environ-

every member of a function spacéhe inconsistency is the ment. The experiment forcing is represented in this equation

description of the function space. Thus, in proving the theoby the response field in the reference environment for which

rem the operators involved both act upon and result in functhere is no micro-scale heterogeneity.

tions that have both macro-scale and micro-scale variation.  Introducingu=u®+u'® into Eq.(18) while projecting

For example, the operatotU/dx is understood when prov- it using P(® and P(9) results in the following pair of equa-

ing the theorem, to be a combination of two operators actingions:

in sequence; the first is the integral operation described by

the right-hand side of Eq11); the second is the differentia- U’ =g+ P¥GeQu'¥ + PGoQu(, (19)

tion that results in the right-hand side of EG.3). Clearly, and

the first operator acts on a function that has both macro-scale

and micro-scale variation, and the second operator results in  U'®'=P?GoQu® +PVG,Qu'?. (20

a function that has both macro-scale and micro-scale variarpo presence of the® term in Eq.(19) is a manifestation

tion. Similarly, {du/dxj and G(x), the latter given by Ed. f 4 closure problem. In this sense, Eg9) is analogous to

(17), are interpreted when proving the averaging theorem, age ayeraged constitutive equation used previously as moti-
acting upon and resulting in functions that have both macrogtion ie. Eq.9). Now, however, Eq(20), interpreted as
scale and micro-scale variation. The “proof” thal/dx is 4, equation that determineg® in terms ofu®, gives a

equalidu/dx; —G(x) is that these combined operators whenpecise definition o that is other than that which en-
acting on a function that has both macro-scale and microfyces closure

scale variation result in theamefunction that has both An assumption that is fundamental to the objective of a
macro-scale and micro-scale variation. In applying the theop,mogenization is the absence of any direct referenag to

rem, on the other hand, E@12) is used to eliminate the i, g4 (20), an assumption that restricts the experimental
operator represented Kylu/dx; in favor with the operator  gcenarios to those for which there is no direct external micro-
represented byG(x). Then, the operator represented by gqaie forcing. The genesis of nonzero micro-scale variation

G(x), one that according to E417) acts on functions that i, the response fields is a result on across-scale couling.
have both macro-scale and micro-scale variation, is, by the 54 can formally solve Eq20), writing

closure assumption, replaced by an operator that acts on
U(x), and perhaps other functions, all of which are ulti-  u@=(1-P9G,Q) P YG,Qu', (21

mately identified as macro-scale response fields. thereby solving the closure problem. Substituting E2()

into Eq. (19) gives a closed equation if®. One writes

An understanding ob) (X;| gevicd @S ONe component of a U =ug+PPGeQ(I +(1-PGQ) P UGeQ)u'.
multiresolution analysis of a genetigx)—the smooth com- (22
ponent denoted by(®—carries with it the identification of a As presented, the best that can be said of the derivation
complementary component—the detail component denotedf Eq. (22) is that it is self-consistent, i.e., there is no as-
by u(®(x). Further, this understanding also carries with it thesumption or intermediate step that is not consistent with the
introduction of two precisely defined projection operators,final equation; and is formally exact. While this characteriza-
PO and P9 such that each when acting separately on anytion is far from rigorous, it is no small thing. Moreover, for
u(x) givesu®(x) andu@(x). one-dimensional scenarios, the multiresolution analysis

The resolution of all response fields that enter the mordramework has been shown to provide matrix representation
complete formulation that applies to all length scales, and théor all the operators involvet?*°Thus, all the intermediate
separate actions of the complementary projection operatorgeps and the end result, i.e., Eg2), have algorithmic de-

B. A substructuring approach to the closure problem
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scription. Specifically, Eq(22) is represented as a matrix result only for environments for which the pore structure has
equation expressed id;, the weighted averages of the re- no macro-scale variation. Otherwise, the closure accom-
sponse fieldu(x), from which its smooth component(® plished requires the introduction of an additional term, the
X(x), is constructed. It is left for a future research agenda tcsignificance of which Burridge and Keller did not investi-
use the multidimensional multiresolution analysis frameworkgate.
to provide algorithmic description of E@22) for this sce- In providing an algorithmic framework that justifies the
nario. seemingly arbitrary postulation of the two-scale method, the
Also left for a future research agenda is the “interpreta-multiresolution analysis approach is not confined to the limit
tion” of the derived matrix equation that determines the dis-point of an unbounded scale gap. Thus, it represents an ap-
crete measures afl¥, identified as local weighted averages propriate framework for accommodating finite bandwidths
of the underlyingu(x) field, as “continuum field equations” for the separate observations of macro-scale and micro-scale
expressed i (x). This is expected to be a nontrivial task variation, measured relative to a finite scale gap.
as the reported studies for one-dimensional scenarios sug- Formally, the steps accomplished in the last section are
gest. Finally left for a future research agenda are scenariddentical to those identified as a “statistical smoothing;” see
for which the more complete formulation is not described byBeran and McCoy??° Keller,?! and McCoy?? once one in-
a single set of field equations applying to all points in antroduces the language of statistics. For a statistical smoothing
environment with a microstructure described by propertyderivation, the underlying formulation is accepted as apply-
field heterogeneity. The more complete formulation underly-ing to a random ensemble of statistically identical experi-
ing the Biot theory couples the equations of linear elastoment scenarios withu® now understood to represent the
dynamics and the Navier equations, each governing the renean, or ensemble-averaged, response field whilerep-
sponse in separate physical domains, across an interface thhasents the randomly fluctuation field. The projection opera-

is observed on a micro-scale. tor, P, for a statistical smoothing represents the act of en-
semble averaging, while® has no other definition thah

IV. OTHER FRAMEWORKS FOR ACHIEVING —P®. The equation governing the mean response field, the

HOMOGENIZED FORMULATIONS equivalent of Eq.(22), is termed a Dyson equation in the

Accomplishing a homogenization based on the multi_statistical physics literature. Except for noting the formal
resolution analysis framework is not the first derivation of a'dent'ty of the steps in the two developments, further refer-

macro-scale prediction model, which approaches the closurg"c® to a statistical smoothing is not warranted.
problem rationally. It is instructive to relate and compare th
multiresolution analysis approach to two others that appeal
prominently in the literature, a two-scale asymptotic deriva- A multiresolution analysis using discrete orthogonal
tion and a statistical smoothing. wavelets is a promising tool for modeling mechanical sys-
The two-scale asymptotic framewdfkposits a math- tems that are observable on two ranges of length scales sepa-
ematics that the multiresolution framework justifies, in therated by a length-scale gap, a macro-/micro-scale scenario.
limit of an unbounded macro/micro-scale gap. Thus, in re-Thus, in providing transformations from a location space to a
solving the variation in a response field in smooth and detailocation/scale space and back, it allows for the resolution of
components, each varying on scales at the two extremes ofraacro-/micro-scale variation as separate components; the
large scale gap, the introduction of different spatial coordi-resolution is accomplished by a sequence of operations that
nates for tracking the resolved variations is obviously wartogether represent a spatial filtering. Then, in providing
ranted. Further, it is a small step to postulate a limit procestransformations that are related as one-to-one inverses, it al-
of the scale gap increasing without bound for which thelows for the representation of certain invertible operators as
bandwidths for separately observing the micro-scale andhatrices defined on the location/scale space, which have in-
macro-scale variations vanish at the limit point. Smallverses. This, is turn, allows for a resolution of certain
though the step may be, it clearly ties the two-scale approacimacro-/micro-scale processes as components identified as in-
to the limit point; finite bandwidth effects would be a con- trascale and interscale.
comitant of any finite scale-gap effects; leaving an important  In this paper, the use of the multiresolution analysis for
problem, that for a large but finite scale gap. Accepting theaccomplishing a homogenization, i.e., deriving a macro-scale
basic postulate of the two-scale method, the next step is tprediction model starting from a more complete macro-/
“resolve” the underlying formulation as an infinite hierarchy micro-scale model, is described and contrasted with other
ordered in powers of the micro-/macro-scale ratio. The zeroapproaches that appear in the literature. First, the so-called
order term, once separated from the hierarchy, would thesmooth component of a macro-/micro-scale variation, ac-
represent the end result of the derivation. Separating theomplished using a multiresolution analysis, is identified
zero-order term does not naturally occur, however, presenwith one extreme of a class of fields of local averages
ing a form of a closure problem. The details of a two-scale(FLAs). The other extreme FLA is identified as a moving
derivation of Biot's equations are presented in an often-citecverage field(MAF), accomplished as a mapping that is
paper by Burridge and Kelléf. The derivation presented is demonstrated to not eliminate the micro-scale component of
instructive for demonstrating the need to address the closur@ macro-/micro-scale variation, as would one that represents
problem carefully. One, among several, of the interestinga spatial low-pass filter. Second, the resolution of macro-/
conclusions of Burridge and Keller is that Biot's equationsmicro-scale processes as interscale and intrascale compo-

. SUMMARY
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phase-space basis does not over-determine the space, a condition that ifamiliar to structural mechanics modeling, whereby a structural system is
necessary for the partitioned formulation to remain well posed. It is this resolved in finite elements with responses that are grouped as “primary”
requirement that precludes the partitioning be accomplished in a window- and as “secondary” measures, depending on an external forcing “acting”
Fourier-transform-defined phase space. or “not acting” on the finite element.
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Analytical solutions describing propagation of monochromatic acoustic waves inside long pores of
simple geometries and narrow flat slits are obtained with accounting for gas rarefaction effects. It is
assumed that molecular nature of gas is important in Knudsen layers near solid boundaries. Outside
the Knudsen layers, the continuum approach is used. This model allows for extension of acoustic
analysis to regions of low pressures and microscopic cross-sectional sizes of channels. The problem
is solved using linearized Navier-Stokes equations with the boundary conditions that resulted from
the first-order approximation with respect to small Knudsen number Kn. For slits and pores of
circular and square cross sections, the theoretical dependencies of the dynamic density in the
low-frequency range are compared with those that resulted from known experimental data on
steady-state flows of rarefied gases in uniform channels. Despite the formal restrictch d€n
asymptotic analysis, the theoretical model agrees well with experiments up-&.Khis shown

that the molecular phenomena affect acoustic characteristics of micro-channels and pores starting
from relatively small Knudsen numbers Ki0.01, especially at low frequencies. The obtained
results may be used for analyses of acoustic properties of waveguides, perforated panels,
micro-channels and pores in wide range of gas pressures as well as for stationary flows of rarefied
gases through long uniform pipes etc. ZD05 Acoustical Society of America.
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I. INTRODUCTION may be modeled using the concept of slip flows, in which the

. ] . ] gas is treated as a continuum except thin Knudsen layers on

‘The classic solutiorts' of Navier-Stokes equations, sojig walls. Within the Knudsen layer of thickness\, the

which descrlbe_ acoustic waves traveling inside a long CirCUthermodynamic equilibrium is violated. As shown in the ki-
lar tube, are widely used for analyses of acoustic propertiegetic theory of rarefied gases, slip flows are governed by the
of waveguides and perforated paneélséThey_al_so form a foungavier-Stokes equations with the boundary conditions that
dation for the semi-empirical models predicting the ab-  regyited from the first-ordefinstead of zeroth-orderap-
sorption of sound by rigid frame porous media of complexy qyimation with respect to the small Knudsen number Kn
structures. The exact solutions describing acoustic waves in= /. wherel . is a macroscopic length scale.
side pores of rectangular and triangular cross-sectional i ndt and V\?arburbfwere the first who revealed experi-
shapes were presented in Refs. 10-13. These results hayRynta|ly the slip effects in the gas outflow from a circular
been obtained with the assumption that gas inside pores is;gpa They showed that the volume rate of laminar low-
continuum. _ _ _ density flow inside a circular tube exceeded that predicted by
_ However, there are practical cases in which the conyhe poisedille law. Maxwelf gave a qualitative explanation
tinuum assump_t|on is not_valld. In pe_lrtl_cular, rarefacnon_ ef-of this phenomenon by means of molecular-kinetic consider-
fects become important in flows within porous materials,afion Smoluchowsk? discovered physical reasons causing
wh|c.h have ultra-fine structure and/or are exploited at S0 loWhe temperature discontinuity on the solid wall submerged
ambient pressures that the molecular mean free pat®  jn¢q nonuniformly heated gas of low density. These effects
comparable to a characteristic Ien%h 5scalg. For example, iere thoroughly studied both experimentally and theoreti-
the ultrasonically absorptive coat g designed for the cally. Detailed reviews of the main results are given in Refs.
laminar flow control at hypersonic speeds, the mean freg,_5 and many other monographs dealing with the interac-
path was approximately 40% of the pore radieg  fion of molecular gas with solid surfaces.
=25um. This leads to 20% increase Of_;:?e boundary-layer  gimjjar to the case of stationary flows through pipes, the
stabilization effect produced by the coatiigSimilar situa- a5 rarefaction may affect acoustic disturbances propagating
tIOI_’]S occur in microfluid® dgallng with gas flows in capil- pores. To our knowledge, this problem has not yet been
laries and ducts of-1-um diameter. Many of these cases gy gied. This motivated us to analyze propagation of sound
in isolated long pores of various cross-sectional shapes and
dElectronic mail: afedorov@pt.comcor.ru determine their acoustic characteristics accounting for the
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(a) (b where Pr is Prandtl number (PmC,/«), C, is the specific
y heat capacity under constant pressujeand « are the dy-
namic viscosity and heat conductivity of gas, respectively;
x | A= \/—ia)posz/”/] is the dimensionless parameter, the
modulus of which is the ratio of the characteristic length
to the viscous skin depth,s.= 7/ wpg, andpg is gas den-
© @ sity in equilibrium; the Laplaciam = %/gy? for slits, A
=(1/r)(alar)(ralar) for the pore of circular cross section,
and A= g%/ x?>+ %/ ay? for pores of rectangular and trian-
gular cross-sections. The coordinakey, r are dimensional-
ized usingL,. The cross-sectional length scalg is speci-

2a d fied as:L,=b is the half-height of the slitL,=r is the

_ _ _ radius of the cylindrical porel ,= \J3d/4 is the half-height

FIG. 1. The pore cross-sectional shapes. They(@rslit of half-heightb,

(b) circle of radiusr, (c) rectangle of half-widtha and half-height, and of the, e_qUI!ateral triangle. For the_ rectangular pore, the phar—
(d) equilateral triangle with sides. acteristic sizel.c, may be determined as the pore half-width

a or half-heightb, the diagonal 2/a+b?, the hydraulic ra-

rarefaction effects. The acoustic problem for straight, uni-dius 2abi/(a+b) depending on applications. Thus, the key

form, and infinitely long pores is formulated in Sec. Il. Its macroscopic parametey is specified as

2b

analytical solutions for flat slits and pores of circular, rectan- “iwpgbly, slit

gular, and triangular cross-sections are obtained in Section . 0 . ' _ ’

[ll. The theoretical results are compared with available ex- B V—iwporgl/n,  circle; @
perimental data in Sec. IV and summarized in Sec. V. /——inoch:/n, rectangle;

V=3iwpyd?/16y, triangle.

In accordance with the concept of slip flow, the bound-
ary conditions on the solid surfaces are writteA® @ our
Hotation3

Il. FORMULATION OF THE PROBLEM

Consider a pulsating flow of rarefied gas inside flat slits
and straight uniform pores. It is assumed that the rarefactio
effects are appreciable in thin laygksnudsen layensform-

ing on the solid boundaries. Outside the Knudsen layers, the Ju

fluid is treated as a continuum medium. The corpuscular ef-  Ug= Bu(m) , (33

fects are taken into account via boundary conditions. In the w

kinetic theory(see, for example, Refs. 21 and)2Bis model aT

corresponds to the first-order asymptotic approximation with ~ Tg= BE(W) , (3b
w

respect to small Knudsen number Kn. As usual for

asymptotlc models, th_e range of Knudsen number; n Wh'Ctherea/&N is the directional derivative calculated along the
the first-order approximation is robust can be estimated b)(mit normal drawn into the pore, the subscript™denotes
com[T)?rlsgn W'th expenn:jgntal data. . qf quantities on the pore wall, ang, and T, are perturbations

€ ar_teS|an coor maFe system,y,2) is use for — of gas velocity and temperature on the wall surface. The
pores of arbltra}ry cross—secponal shape, and thg cyllndnca} ctorsB, and B are introduced for brevity. They are ex-
system (,¢,2) is used for circular pores, wheeis mea- pressed in terms of the molecular tangential impulgeand

sured along the longitudinal axis of the pore. The origin OfenergyaE accommodation coefficients, the specific heat ra-
each coordinate system is located at the cross-sectional cefls ¥, Prandtl number Pr and Knudsen number Kn, as
ter of the pore as sketched in Fig. 1. With the assumption that ™ "’ ’

the longitudinal pore length is much larger than its cross-Bu:(zaJl_l)Kn, Be=(2y/Pr(y+ 1))(2¢¥E1_1)Kn-
sectional sizé, the end effects are neglected. Gas motions _ o

inside the pore are caused by an infinitesimal periodic pres- The accommodation coefficients, and ag depend,
sure gradient Rédp/dz2exp(wt)}, wherei=\—1, w=27f mainly, on collision interaction laws between gas molecules
is angular frequency,is time, anddp/dz is complex ampli- ~ and the solid wall, and on gas temperature, and depend al-
tude. Solutions of the linearized Navier-Stokes equations foMost not at all on pressursee, for example, Ref. 20In

the particle velocityu and temperature disturbancs are ~ Practice, an approximatioa,~ ag is often used. _
expressed in the form=T exp{wt) andT’ =T explot). The Hereafter, we use the well-known theoretical expression

momentum and energy equations lead to the equations fdpr the dynamic viscosity of monatomic gas modeled by hard
complex amplitude andT: sphere® 7~0.50,C\ to express the molecular mean free

path A through experimentally determined parametggs

AT+ AT = — A? d_TD (13 To, and . Accordingly, the Knudsen number is specified as
iwpg dz’ Kn~2nl/(pocL,), wherec={8RyTy/m is the mean mo-
PrA2 lecular speeng is gas .constant per unit mass, anglis gas _

AT+PrAZT= 3 (1b) temperature in equilibrium. In addition, the unperturbed solid
poCp surface temperaturg,, in (3b) is assumed to be constant.
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sponding maximal frequency i~10°Hz. Since this fre-
quency is far beyond the ultrasonic range, the theory is
applicable to any practical range of acoustic disturbances.
The boundary conditiong3) cannot be satisfied for a
polygonal cross section, since the direction of the surface
normalN jumps at the polygon apices. This may cause sud-
den changes of the tangential viscous stress and the normal
heat flux on the pore surface. To avoid this unphysical be-
havior, additional restrictions must be imposed, namely, con-
tinuity of the shear stresses and heat fluxes acting on the
fracture lines of the pore surface. Analysis of the
solutiong® 3 for rectangular and triangular pores shows
FIG. 2. The|A|-Kn diagram of the regimes of validity of the asymptotic that theoretical values of the tangential viscous stresses and
theory. Isolines 1-5 correspond to constant ratiggx:1—L,/x=10"*, the normal heat flux vanish at the polygonal vertices. Obvi-
2-Lp/x=25107% 3-L,/X=10"%, 4-L,/X=004, and 5L,/x  gysly solutions considered herein should also possess this

=0.25. The dashed curve 6 restricts the parameter plane kyoknin the . . .
low-frequency range and by K&|<0.5 in the high-frequency range, respec- property for Kn—0. Accordingly, the dominant approxima-

tively. The dash-and-dot line 7 does the same for the corresponding restri¢ion gives
tions Kn<1 and KnjA|<1. ( JF

dN

(Al

JF
oN

The boundary condition§3a and (3b), which are ob- )<XW,yW)H<XS—0’ys—0> ( )(Xw'yw)"(xs_"o'ys*'o)

tained in the first-order approximation with respect to the

small ratio of molecular mean free pathto a macroscopic (

length scale, give a nonzero relative macroscopic gas veloc-

e o e et SUbSGPL & denotes hesh salint poit of th

. ' L boundary and- stands for the functiom or T'.

peratureT,,, are discussed, for example, in Refs. 21 and 22.
In the problem considered herein, there are two impor-

tant macroscopic length scales: the cross-sectional pore size

L, and the viscous skin dep#;s.. The asymptotic analysis Ill. SOLUTION OF THE PROBLEM

should be conducted using a small parameter to be deter-

mined as the largest of ratiodL, and\/dyjsc. In the low-

frequency rangé/A|<1) the viscous skin depth,;. exceeds

- O(A?)XKn (4)

W(XW vyw)"(xsi anst 0)

IF
N

At first, we consider the cases of slit, circular, and trian-
gular pores. The solution for rectangular pores will be ob-

the cross-sectional size,, and the small parameter is the tained later in a different manner. We perform the following

Knudsen number Ka\/L,. In the high-frequency range substitutions in(1):

(|A|>1) the characteristic cross-sectional sizg is larger _ 1 dp

than é,sc, and the proper small parameter is|Kh(assum- u(x,y,z)=— Topg 1 FGy.By AT )
ing that Pr-1). Figure 2 illustrates these two cases for air 0
(y=1.4) in the parameter space KiA|. Using definition of ~ p ~

Kn and(2) we obtain the relatiohA | = (7y/2)Y*JkL,/Kn, Txy.2)= m[l_F(X'y’BE AL ©®
wherek=27/X is the wave number anti=f ! YRyTo is ~ )
the wavelength of a monochromatic acoustic wave propagatyhere A= \/FrA. In accordance with1) and (3), the new
ing in unbounded gas medium. With the help of this relation Unknown _dimensionless  functionsF(x,y,B,,A) ~ and -
we plotted the isolinek ,/x=const(solid lineg. The dashed F(x,¥,Be,A) satisfy the uncoupled Helmholtz equations in
line 6 and dash-dot line 7 indicate restrictions on thetwo-dimensional spacéexcept the case of slit

asymptotic model. From the left of line 6 the parameters (A+A2)F(x,y,B,,A)=0, (79)
satisfy the restrictions: Kw10.5 in low-frequency range, _ _
Kn|A|<0.5 in high-frequency range. The line 7 corresponds  (A+A?)F(x,y,Bg,A)=0, (7b)

to the restrictions Karl and KjA|<1. This diagram allows

. . and the corresponding boundary conditions
us to estimate the wavelengttand frequency range in P 9 y

which the theory is applicable. Say the molecular mean free IF(X,y,By,A)

path is\ =0.6x 10~ ° cm, which is typical for air at normal F(XW'VW’BU'A)_BU(T) =1, (83)

ambient conditions in accordance with a model of hard v

sphere$® For the pore cross-sectional sizé,=3 - IF(X,y,Bg,A)

X107 5cm, the Knudsen number is K0.2. Drawing the F(Xw,Yw,Be,A)—Bg T) =1. (8b)
w

vertical line Kn=0.2 up to the intersection, for example, with
the boundary 6 one finds that the dimensionless parameter If the boundary contains salient poirithe case of pores
|A| should not exceed 2.6. This corresponds to the isolinef triangular cross sectiopsthen the functions must sat-
Lo/Xx~1/7 on whichx~2 um is treated as a minimal allow- isfy the additional conditiong4). Since the problem¢ra)—
able wavelength. For air temperatufg~273 K, the corre- (8a), and (7b)—(8b), are similar, it is sufficient to solve the
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first one. The solution of the second problem is obtained by 4A% dp

the formal substitution8,— Bg and A — A. u(xy,z)= Twpg 0z

In the continuum approximation, the problem for pores
of rectangular and triangular cross sections was solved in 5w (—1)™ N cosamq X cosa,gy
Refs. 10—-13 using Fourier series. However, these series are X 2 E

22 2.2 2
. . . L . . m=0 n=0 + -A
not differentiable in the vicinity of solid boundaries, because metn( @1 @G )

they include decompositions of discontinuous functionswhich was used in Refs. 10 and 11 for continuous media, is
Since the boundary conditidBa) contains the partial deriva- reduced to the one-dimensional form using the Fourier series
tives with respect to the space variables, this method cannot

be applied to the problerfYa and(8a). This motivated us to 1— cosh Bomd1%) _op2 (—1)"cosanqax

use the appropriate eigensolutions(d#): coshBm, 2m=h an(a?+p3)
AcosAy, slit; o
BJo(A ))/ ol cosh B1md2Y) _2p2 (—1)" cosa,qyy

r), circle; - =2p1
FOYBu,A)=1 o © coshBy "0 an(al+ Bl

> aei(xy,A), triangle; where (g:x|<1]qg,y|=<1). This form is written as
=1

_ _ Uu(x,y,z)
whereA, B, a;, anda, are constants of integratiod;(Ar)

is Bessel function of the first kind of order zero; A2 dp * (—1)m[ 1 ( coshﬁlquy))

ep1(Xy,A)=sinA& +sinAL—sinAg  and  @u(X,y,A)

" Twpy 0z = 252 cosh

=CcosA¢; +cosA&+cosA & are independent eigensolutions @Po BEm=0- Gm | Q2B Bam
of (7a), &,=y/2+\3x/2, £&,=yI2— \[3xI2, £5=Y. 1 coSH Bomd1X)

In the cases of slit and circular pores, the coefficights Xcog amdiX) + —— ( ~ " osh )
and B are solutions of the algebraic equation resulted from 4182m Bam
substitution of(9) into the boundary conditiofBa):

1 X cog aquy)] , (13
(10)

A= cosA{1-B,A tanA}’ . . ) .
whereq; ~=al/Lc and g, “=b/L. are dimensionless rect-

1 angle sidesBim=0; *Va2a?—A?, Bom=0; Va2 oz—A?,

B= : (1) anda,=(m+0.5)7. Note that the two independent
AV 1— 058 A20(A am .5)m. Note that we use the two independen
ol AN wATQUA)} complete systems of functions to symmetrid®) with re-
whereQ(A)=2J,(A)/AJy(A). spect tox andy. Now we can modify(13) in order to satisfy

Owing to the rotation invariance of the solution for tri- the boundary conditioi3a). This modification is written as
angular pore, it is sufficient to consider the boundary condi-
tions on one side of the triangle, spy: — 5. Substituting the ~ -~ A% dp
corresponding expressions int®a) at y=— 2 and equating utxy.2)= dz
to zero the coefficients of similar terms, we obtain the linear

0 2
> 2 {amPim(x,y,Bu, A},

iwpy dz m=0o i=1

algebraic system foa; andaj: Wim(X,y,By,A)
C2A e 2A 2A (1 oA _ (=yn ( _f:osf(Blmqu)>COS{7 a0
a; sm? u cot? ar COS? - u tan? q%ylmﬁim Qim COSh,Blm 1mH1”r) s
=1, Qim=1+0,ByBimtanhByy,
CA[ AB, AB, A W (%,y,By,A) (14)
a sm§ 1+ > cot§ —a, cos§ 1- > tang =0.
L _ =y (1_ cosf(BmeX))cos( wy)
Its solution is expressed as 92 YomB2n Qum COShBom Yem42Y)
A A A
a1=cos§<1—EButan§ /Au, Qom=1+0:ByBomtanhByy,
A A A Blm:qglvylmql_sz B2m2q51V72mq2_A2'
az=sinz| 1+ =B, C°t§> / Ay, (12} where ajm (j=1,2) are unknown integration constants; the
eigenvalue and are roots of the equations
where A,—[1+1.5AB,cotA—0.5(AB,)2|sinA. Direct = am 72m a
substitution shows that the soluti¢®) and(12) satisfies the COSY1m=d1Byyim SINY1m, (153
condition (8a) and the additional condition&}) at the tri- _ .
angle apices. COSYom= 2By Yom SiN yom - (15b)
Now we consider the case of the rectangular pore. Notén the expansion(14), each functionW;,(x,y,B,,A) (]
that the two-dimensional Fourier expansion =1,2) satisfies the boundary conditid8a). Hereafter we
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explain how to find the coefficients, in the decomposition Ap 22 _
(14). Direct substitution shows thatl4) satisfies(1a), if T(x,y,2) e E > {am¥im(x,y,Be, A},
» - ~ =0 =3
Si- o= 1)™@smy1m COSmIX) +8omYam COSGomdaY)} = 1. o=pm=0] (19)
The left-hand side of this equality may be interpreted as a
sum of two series: the first series dependsxand the sec- where
ond ony. The sum of these two terms may be constant if and
only if each of them is constant. Thus, taking into account¥ 3 (X,y, BE,A)
the solution(13) for continuous medium we write
(13 (=" ( cosf(ﬁsquy))coiy 4
- Y 2 | cosh SmH1%
mz_o (_ l)malm’y]Tn% Cos{ 71mQ1X) — 51 ds 73m:83m Q3m 183m
- =1+0q,B tanhBsp,,
. ) (16) Qsm 02BeB3m B3am
mE_ZO (= 1)Mam Yam COL YomUoY) = 5 Vym(X,y,Bg, A)
, , : : : " cosh X)
This system of linear algebraic equations has a simple =— | 1- o 5)43”;1(,181 oS Yamd2Y),
solution atB,=0. In this case the systeifi5) gives y; 91 YamBam 4m 4m
= Yom=am=(M+0.5)7. Using Fourier decompositions —1+0d.B tanh
we obtain the equation 27_,(— 1), cos,GiX) Qam %28eBam Bam.
= 0 —_ m — —
23 0o~ 1)y L cos@pay)= 1(|q1x|<1|q2y|<1) which Bam=05 " /7§m(ﬁ—/\~2, Bam=01 /yimqg_A”z_
gives alm=a2m=1(m=0,1,2,...). Thus, the solutiofl14)
coincides with(13) in the case oB,=0. Direct verification Equations for the eigenvalueg,, and coefficientsa;,
shows that(14) satisfies the condition¢d4) at the angular of the solutiong14) and(19) may be written in the common
points of rectangle. form for j=1, 2, 3, 4,m=0,1,2,...
The functions¥ ,,, and¥,,,,, which are used in the case .
of rectangular pore, do not represent an orthogonal system  €08¥jm=h;j¥jm SiN¥jm, (20)
on the rectangle sides. For this reason we cannot immedi-
ately solve the systenil6). The orthogonalization is per- 2 o yjn—N) - 1 21)
formed using the complete trigonometric systgtssa,q,x} n=0 %n(am y]n) n 202

and{cosa,0y}. Substituting the decompositions
whereh;=q3By, h,=0d,B,, h3=0q;Bg, andh,=q,Bg.

COS Y1m@1X) — COSY1m Approximate solutions of the equatiof®0) may be ob-
tained as follows. Noting thah7< y;,<(m+0.5)7 we ex-
(—1)"cosapqix . ,
—271m 00371m2 (lax|=<1), press the eigenvalues in the form

an( = Vi)
mon Yim=(M+0.29 7+ A ¥j;= 6mT A ¥jm.,

COY Yom02Yy) — COSY, .
" " which allows us to rearrang@0) as

(—1)" cosangoy

=2 cos ( <1) T ih;Avy;
Yom ’)’2m2 (@) |2yl A'}’jm:Z_tanil(ij)_Fz_ |n<1_ 11_iz7’1m>
jm
into (16) and using the orthogonal properties of the trigono- Ay
metric functions we reduce the problem to solving two un- —Inl1+ = _7““)]
coupled infinite systems of algebraic equatiops (,2): 1+1Zjm,
“ cogyi,—n 1 T hiAvy,
S ST = a7 ~ gtz -~
n= ')’Jn(am 7]n) 2a, jm
From (15) we also obtain Z
49 5 (A yjp)?
(1+z2)2
cog v —n7r)=M (j=1,2
" V1+(q;Byyjn)? ’ 1-327, ,
. . . —3( jA7jm)
Owing to this we can expreg47) in the form 3(1+2%,)
- ajn Jm(l Z )
18 —( Ayi)i—, Zn=hé,.
Z o v,n>J1+(q, e Zq,B ar, 1o (1+ziyt T e

As discussed above, the solution (@b) is obtained by the This equation may be solved in various ways. An approxi-
replacementB,,A)—(Bg,A) in the solution of(1a). This mate solution may be obtained, for example, using the
leads to the amplitude of temperature pulsations method of successive iterations

3406 J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Kozlov et al.: Acoustic properties of rarefied gases



2 2
Ay (A4 Z5) Tim h?ZimTim . (F(By,A))
™1th+Z% |7 (1+h+Z2)? ’ tanA i
B _ A[1-B,AtanA]’ >
where 7;,= m/4—tan *(Z;»). Numerical tests showed that
the maximal relative deviation of the results obtained with Q(A) circle:

use of(22) from corresponding numerical solutions was less
then 10°° atm=0 and Kn=1.0 (q;=<1). -

Since(20) and(21) do not depend on the parameter
(or A), the eigenvalueg;, and coefficientsa;,, are deter-
mined oncegfor example, numericallyfor particularg, , g,

B,, andBg. Then these solutions may be used for calcula-
tions of the acoustic characteristics at any dimensionless fre-
quencyA?Z.

Since the pressure disturbance in the considered ap-
proach does not depend on the transversal varial{gg ,(
acoustic properties of an isolated pore can be obtained by
averaging of the particle velocity and temperature excess
over the pore cross-sectional area. In this connection, acous-

1—0.5B,A%Q(A)
1+A2Y (aym(Vim) +asm(Wom)), rectangle;
m=0

3(1—A cotA+0.5A2B,)

tics of porous media deals with the following paramefelf:
(@) Dynamic density

_ 1B
P(Bu,A)——mE- (23
(b) Dynamic compressibility
C(Be.,7.M)=po “((p)/P)

_i_@:i( _poR<?>)

" Po ToP Po p ' 24

where p, is unperturbed ambient pressure ang denotes
averaging over the cross-sectional ares, (f)

, triangle;
A?[1+1.5AB, cotA —0.5AB,)?]
(32)
<F(BE171X)>
tanA _
, slit;
A(1—BgAtanA)
Q(A) .
circle;

1-0.58:A2Q(A)’

o

1+A2Y, (Agm{¥am) + asm{Wam)), rectangle;
m=0

3(1— A cotA+0.502Bg)

= = = = , triangle;
A?[1+1.5ABg cotA— 0.5 ABg)?]
. (32
(W)= Sin(yjm—mr) ( B tanhﬂjm);
Dj7j2m:8j2m B]mQjm

Dj=q§ at j=1,3 andDJ:qf at j=2,4.

In the case of triangular pore, the following averages are

=(19¢f(x,y)ds. In turn, the dynamic density and dy- ysed:
namic compressibility are used to calculate the characteristic

impedanceZ,, and the propagation constamt

Z,=VpIC, (25
m=iw\pC. (26)
Using (5) and(6) we obtain

<E(Z)>:—ﬁ£[l—<':(5u,/\)>], (27)
(Fan= 11 (FBe D)) 28

Substituting(27) and (28) into (23) and (24) we express the
complex dynamic dfnsit%(Bu,A) and the dynamic com-
pressibility C(Bg,v,A) as

p(By,A)=po/[1=(F(By,A))], (29

~ ~ 1 ~
C(BEl'}’aA):E[l"_(')’_ 1)(F(Bg,A))], (30

where
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Ao 3L 4 2A 2A
(@4 )>_K oA | Sing-+sin—=| —cos—|,

oy 3 2N 4A\  2A
(s )>_K Sx | COS5—CoS—| +sin—-|.

For the Knudsen number K0, the formulag29) and
(30) together with(31) and (32) coincide with the corre-
sponding expressionsvhich are presented, for example, in
Ref. 13 for continuum media.

Results of numerical calculations with use(@8)—(32)
are presented in Fig. 3 for a circular pore filled with air at
Knudsen numbers 0, 0.05, 0.1, and 0.5. In these calculations,
we used the approximations,= ag=0.9. This assumption
is consistent with the data presented in Table Il and with data
from other literature sources. It is seen that influence of rar-
efaction effects on acoustical characteristics of air becomes
noticeable at Kr-0.01 and increases with the Knudsen num-
ber.

IV. COMPARISON WITH EXPERIMENT

Unfortunately, we could not find experimental data on
sound propagating in uniform channels filled with low-
density gases. However, it is knovisee, for example, Ref.
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8) that in the low-frequency limit,A|—0, acoustic properties For low frequencies|A|—0), the dynamic compressibility is
of gas inside pores may be approximately expressed in termepproximated as

of parameters characterizing steady viscous flows. For the — ~ ~ ~ ~

considered above cases, this approximation may be also ob- C(Be,7,A)=vPoC(Be,7.A)~y+O(Be ’/52)' (39
tained using expansions @1) and(32) into power series in  Formulas(33)—(35) allow us to evaluat® andC using pa-

A. For example(F(B,,A))~1+(k;+cBj)A®+---, where  rameters of the stationary flow through pores, and calculate
the decomposition coefficients andc depend on the pore the characteristic impedange, and the propagation constant
cross-sectional shapég=3, c=1 for slit; k;=3 and ¢ musing(25) and(26). The experimental data to be used for
= 1/2 for circular pores; etc. Substituting this decompositioncomparison were reported in forms, which differed fr(88)

into the exact formul&29) and using the definition ok one  and could not be directly substituted int®4). Hereafter we
finds thatp(B,,A) — oo/iw, whereoy= n/(k1+cBu)L§ will derive a suitable modification af34) for each source of

. L A0 . o . . data. All comparisons are performed for the imaginary part
is _res_lstlvr[y of sl_lp flow, which coincides with dc flow resis- of dynamic density atA|=10"1. The accommodation coef-
tivity in the continuum ap_pro_acBuHO_ (see_ also _Ref. 13 ficient is,=0.9, besides the case of a slit for whieh was
Thus, the dynamic density is pure imaginary in the IOW'measured in experiment. In this case, the relative error of the

frequency limit. It is inversely proportional to frequency with low-frequency approximation does not exceed 40
the constant depending on stationary flow characteristics

only. Note also that the rarefaction effect on acoustic prop- Kn
erties is stronger in the low-frequency band owing to the
relatively large imaginary part of the dynamic density, which — ,,?,'?1 —— ,,,?;1 — 1,

tends to infinity as\2>— 0. This is also confirmed by depen- or .
dencies shown in Fig. 3. All these arguments allow us to
verify the theoretical model by comparisons with numerous
experimental data on stationary flows of rarefied gases® 2% T
through long tubes of different cross-sections. E
The definition(23) may be written in the form < b |
P(By.,A) 1 dp S dp .
=—- = — =, (33 £
Po iwpe{U(2)) dz oG dz =
-600 |- -
where G=py(U(2))S is treated now as the stationary mass
flow rate through a pore in the low-frequency limit. Normal-
izing the mass-flow rate a&=—G2RyTy/SL,(dp/dz), -800 |- . . . 1
we express the dynamic density in terms of the dimension-
less parameters FIG. 4. Comparison of theoretical predictio(slid lineg for the normal-
ized imaginary part of dynamic density at|=10"1, a,=0.9 with those
_ (B, A L-vV2R.T T resulted from Knudsen’s interpolatidB6) (dashed linegsand experimental
= P(Bu.A) =— Potp 90 _ \/___ (34 dat&® for flows of air in copper pipes of 1.30-cm radius and 332-cm length
Po 7;A2G A2KNnG (squares
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FIG. 5. Comparison of theoretical predictio(slid lineg for the normal- FIG. 6. Comparison of theoretical predictiofelid lineg for the normal-

ized imaginary part of dynamic density bt|=10"1, @,=0.9 with those  ized imaginary part of dynamic density pt|=10"%, a,=0.9 with those
resulted from experimental daf#or flows of hydrogen in copper pipes of resulted from experimental d&fafor flow of argon in the square tube of
1.30-cm radius and 332-cm lengtbquares 2.5-mm cross-section side and 305-mm lengtuares

A. Circular pores the data on air flow(squares in Fig. #and hydrogen flow

The mass-flow rates of stationary flows in circular pipes(Squares in Fig. bobtained in copper pipes of 1.30-cm ra-
were evaluated by many researchers, both theoretically arfffus and 332-cm length. The average relative deviation of the
experimenta”y7 for a wide range of Knudsen numm, experimental data from the theory does not exceed 6% in the
for example, Ref. 24 Some of the experimental data were considered range of Knudsen numbers.
approximated analytically. For example, the correlation

our notatio :
4 B. Square pipes

G= ‘/; 1+8'52\E' Kn Kn+ 27 (36) Data for pipes of square cross section were presented in
8Kn ™ Kn+1.235/27 Ref. 27. For straightforward usage of these data we express

is known as Knudsen’s formufd.Along with (36) we use the dimensionless dynamic density in the form

the data?® For comparison with these data, we wrif) in

3
the form — 101.32%°y27 38
P 0.76\2N, Lma VRo T(W/AD)
N ro \2 : KL Mar VRAr p
20 (30_48) ' (37 whereh~1.25mm is the half-side of square~305mm is

the tube lengthm,, is the molecular mass of argon, aRd,
whereL is the pipe length in cn,q is the pipe radius in cm, is the gas constant per unit mass for argon. The Knudsen
U is the gas flow rate per unit pressure drop in micron-cubicmumber Ny and the molecular flow rate per unit pressure
foot per second per micron, aid=( 7/t o) pm(p19.) ¥2isthe  n/Ap are tabulated in Ref. 27. The factor 101.325/0.76 is
dimensionless group of parameters defined in Ref. 26. Thased to convert mm Hg to Pa.
theoretical dependences of p{B,,A) were calculated at The corresponding theoretical dependencies were calcu-
|A|=10"1 and compared with the experimental data in Figs.lated using(29)—(32) and (20) and (21) at g;=0q,=1. The
4 and 5. The theoretical predictiorisolid line) agree well  roots of(20) were determined using the method of bisection.
with the Knudsen'’s interpolatio(86) (dashed linpand with  Equations(21) were solved by the Gaussian method. For

TABLE I. Dimensionless flow rat& as a function of rarefaction parame®+2/Kn (slit 3 in Ref. 28.

H, D, He Ne ca
5 G 5 G 5 G P G 5 G

20.18 750  39.45 1013 27.35 966 3491 11.50  37.15 11.66
9.42 479 1442 6.40 1355 6.10 17.30 708 1841 6.87
4.95 3.55 7.60 421 6.73 4.29 7.83 458 7.83 4.37
2.53 3.08 3.55 3.32 3.24 3.39 3.77 3.63 3.44 3.21
1.22 2.89 1.93 3.05 1.60 3.10 2.11 3.26 1.38 2.82
0.624 2.95 1.38 2.95 0.984  3.05 1.11 3.16 0.726 2.84
0.301 3.08 0.489 3.10 0473  3.24 0.552 3.24 0.318 2.95
0.113 3.45 0.265 3.18 0301  3.42 0.249 3.39 0.149 3.16

0.0578 3.71 0.113 3.58 0.144 3.60 0.116 3.74 0.0673 3.37
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TABLE Il. Slip constantse*=Ao (slit 3 in Ref. 28 or slit 2 in Ref. 2P Kn

Hy D, He Ne ole} 01 — 1 — ......10

1.374:0.014 1.407%0.014 1.4940.010 1.5580.017 1.2350.017 o T

50 |-
each numbej of the unknown coefficients, a system of 300
equations was solved. This provided a relative accuracy o
the order of 108.

Comparisons of the theoretical predictiofelid line)
with the experimental dataquaresare shown in Fig. 6. The g
average relative deviation of experimental values from theo-
retical results is approximately 10% in the considered range

of Knudsen numbers. - [ .

-100 |-

(p (A, Kn) / p)

-150 |-

-200 |-

C. Narrow slits

. i . . FIG. 8. Comparison of theoretical predictiofslid lineg for the normal-
The first experimental observations of rarefied gas flowszeq imaginary part of dynamic density ht|=10"* with those resulted

through slits were made by Gaetfa-However, for compari-  from experimental dat&*°for flows of helium(squares and neon(aster-
sons we use the later det® which were obtained with sk in flat slits.
accounting for roughness of slit walls and for which the
mean accommodation coefficients were determined. Unfordimensionless theoretical distributions weakly depend on
tunately, the experimental conditions of the restitSwere  Prandtl number and do not depend on other individual gas
not well documented. In particular, the pressure gradienparametergbesides the specific heat ratiy, we used the
dp/dz and the mean pressures inside slits were not specifiedame theoretical curves for deuterium and hydrogen in Fig. 7
This leads to some uncertainty in evaluation of basic paramand for helium and neon in Fig. 8.
eters such as Knudsen number. The dimensionless dynamic Figures 4—9 show that the normalized imaginary part of
density is approximated usin@4). The dimensionless flow the dynamic density predicted by the thegsyplid lines cor-
rate G for different gases is given in Table | as a function of relates well with the distributions that resulted from experi-
the rarefaction parameté=2/Kn. These data were obtained ment(symbolg in the Knudsen number range<®n<5 (0
by scanning of the plots in Fig. 5 of Ref. 29 for slit(8e <Kn|A|<5) for all considered cases. This indicates
also the data for slit 2 in Ref. 30 remarkable elasticity of the first-order asymptotic model,
Experimental values of the slip constamtfor various  which was initially elaborated for small Knudsen numbers.
gases are given in Table II. They correspond to the data iNote that a similar feature was observed in the asymptotic
Table Il of Ref. 29. Since the slip constant is expressed vigheory’* developed for heat conductivity of highly porous
the molecular tangential impulse accommodation coefficienteramic materials.

ay, aso=(2—ay)!a,, thenB,=o Kn. Data from Table Il Figures 4—9 also show that the gas rarefaction leads to
were used for computations of the theoretical and experisignificant reduction of the dynamic density in low-
mental distributions 1p(B,,A). frequency limit. Parametric computations indicate that the

Results of comparison are shown in Figs. 7—9. Since thgas rarefaction effect decreases with the dimensionless pa-

Kn Kn
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FIG. 7. Comparison of theoretical predictiofslid lines for the normal- FIG. 9. Comparison of theoretical predictiofsolid lineg for the normal-

ized imaginary part of dynamic density p|=10"! with those resulted  ized imaginary part of dynamic density pt|=10"* with those resulted
from experimental dat&*° for flows of hydrogen(triangle$ and deuterium  from experimental dat&3°for flows of carbonic gagrounds in narrow flat
(circles in flat slits. slits.
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rameter|A|. This is explained by the reduction of viscous the authors and should not be interpreted as necessarily rep-

effects on acoustic disturbances of higher frequencies. resenting the official policies or endorsements, either ex-
Note that the scatter of experimental data presented ipressed, or implied of the Air Force Office of Scientific Re-

Figs. 4—6 increases as the Knudsen number decreases. Reaarch or the U.S. government.

sons for this scatter were not explained in Refs. 26—-30. Nev-

ertheless, the rarefaction effect on the dynamic density and

other acoustic characteristics diminishes at small Knudsen

numbers. Interestingly, the agreement between experiment

and theory improves for relatively high Knudsen numbers 1G. Kirchhoff, “Uber den Einfluss der Wemeleitung in einem Gase auf die
(Kn~1) in all considered cases Schallbewegung,” Poggendorfer Anh34, 177—-193(1868.
: 2J. W. S. RayleighThe Theory of SoundDover, New York, 1945
3C. Zwikker and C. W. KosterSound Absorbing MaterialElsevier, New
York, 1949.
V. CONCLUSIONS 4M. A. Biot, “Theory of propagation of elastic waves in a fluid-saturated
porous solid. Part |. Low-frequency range,” J. Acoust. Soc. 28).168—
In this paper, theoretical analysis of monochromatic 178 (1956.
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lit filled with gas of low densityor i f mi ic oy p oai999.
siit) nlied with gas or low ensrq(or IN POres Or mICroscopIC &y g, Delany and E. N. Bazley, “Acoustic properties of fibrous absorbent

cross-sectional sizes at normal conditipmgs performed. materials,” Appl. Acoust3, 105-116(1970.

The problem was solved using linearized Navier-Stokes’K. Attenborough, “On the acoustic slow wave in air-filled granular me-
; ; " dia,” J. Acoust. Soc. Am81, 93-102(1987).

equaftlons with the bpundary gond|t|ons that resulted frong. L. Johnson, J. Koplik, and R. Dashen, “Theory of dynamic permeabil-
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Multiple scattering by random configurations of circular
cylinders: Second-order corrections for the effective
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A formula for the effective wavenumber in a dilute random array of identical scatterers in two
dimensions is derived, based on Lax’s quasicrystalline approximation. This formula replaces a
widely-used expression due to Twersky, which is shown to be based on an inappropriate choice of
pair-correlation function. ©2005 Acoustical Society of AmericdDOI: 10.1121/1.1904270

PACS numbers: 43.20.Fn, 43.20.Bi, 43.20.Hq, 43.28§ GGG Pages: 3413-3423

I. INTRODUCTION terers; this is an appropriate model for small sound-soft scat-

) ) terers. He obtained the formula
Multiple scattering by random arrangements of scatter-

ers is a topic with an extensive literature. See, for example, K2=k2?—4igny, (1)
the recent book by Tsargg al. (2001). The modern era dates
from the work of Foldy(1945, Lax (1951, 1952, Waterman
and Truell (1961, and Twersky(1962. Major applications
include wave propagation through suspensi@ez, for ex-
ample McClementst al. (1990, Povey(1997, Dukhin and
Goetz (2001, and Speltet al. (2001)] and through elastic
compositegsee Mal and Knopoff1967, Kim et al. (1995,
and Kanaun2000]. In this paper, we are mainly intereste
in two-dimensional problems, motivated by the calculation
of sound propagation through foresfEmbleton (1966);
Priceet al. (1988]. An important paper on acoustic scatter- )
ing by arrays of circular cylinders is that of Bose and Mal our goal is a formula of the form

(1973; see Sec. IV below. For subsequent work, see Varadan — g2_y24 s n + 8n2, )

et al. (1978, Yang and Mal(1994, Bose (1996, Kanaun

and Levin (2003, and Kim (2003. For analogous plane- with computable expressions f@; and ,. Moreover, we
strain elastodynamics, see Varadetnal. (1986, Yang and do not only want to restrict our formula to sound-soft scat-
Mal (1994, Bussinket al. (1999, and Verbiset al. (200J). terers.

A typical problem is the following. The regiox<<O is There is some controversy over the proper valuestar
filled with a homogeneous compressible fluid of dengity In order to state one such formula, we introduce firefield
and sound-speed The regionx>0 contains the same fluid pattern ffor scattering by one circular cylinder. Thus, we
and many scatterers; to fix ideas, we suppose that the scdtave u;,,=exgdikr cos@—#8,)] for the incident plane wave,
terers are identical circlegarallel circular cylinders Then, where ,0) are plane polar coordinatesx=r cosé, y
a time-harmonic plane wave with wavenumiier w/c (w is =rsind) and 6;, is the angle of incidence. The scattered
the angular frequengyis incident on the scatterers: what is waves satisfy
the reflected wave field? This field may be computed exactly , ,
for any given configuratiotiensemblg of N circles, but the Use~ V2I(mkr)f(6— Oip)explikr —im/4) as r—ce.
cost increases ds$increases. If the computation can be done, (3)
it may be repeated for other configurations, and then thghen, Twersky(1962 has given the following formula:
average reflected field could be computdds is the Monte
Carlo approach Instead of doing this, one can try to do K2=k?—4ingf(0)+(2n/k)? se€ Oi{[ f(7—26;,)]
some ensemble averaging in order to calculate the average —[£(0)]3. ()
(coherenk field. One result of this is a formula for theffec-
tive wavenumber KThis can then be used to replace theThis formula involvesd,,, so that it gives a different effec-
“random medium” occupyingx>0 by a homogeneous ef- tive wavenumber for different incident fields.
fective medium. The three-dimensional version of E@) is older. For a

Foldy (1945 began by considering isotropic point scat- random collection of identical spheres, it is

whereng is the number of circles per unit area agds the
scattering coefficient for an individual scattergéin fact,
Foldy considered scattering in three dimensions; the two-
dimensional formula, Eq.1), can be found as Eq3.20 in
Twersky (1962 and Eq.(26) in Aristegui and Angel(2002),

for example] The formula(1) assumes that the scatterers are
d independent and that, is small. We are interested in calcu-
lating the correction to Eq1) (a term proportional tm(z)),

and this will require saying more about the distribution of the
scatterers; specifically, we shall use pair correlations. Thus,
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K2=k?—4i(ny/k)f(0)+ 52ﬁg previously by Bose and Mal1973 for the case of normal
, incidence; the system does not dependégnand the exis-
with [see Twersky(1962] tence of a nontrivial solution determinés We solve the
5= (4m?Ik*)sed 0, {[f(m—26,,)12—[f(0)]?}, (5) system for smalhg, and obtain Eq(7). We also show that

Eq. (4) is obtained if the hole correction is not done cor-

where the farfield pattem is now defined by, rectly. Concluding remarks are given in Sec. V.

~ (ikr) "1eX"f(9), r and ¥ are spherical polar coordinates,
andn, is the number of spheres per unit volume. The same

formula but with 6,,=0 (normal incidencewas given by |. SOME PROBABILITY THEORY
Waterman and Truel(1961). However, it was shown by

Lloyd and Berry(1967 that Eq.(5) is incorrect; they ob- In this section, we give a very brief summary of the
tained probability theory needed. For more information, see Foldy
o (1945, Lax (1951), Aristegui and Angel(2002 or Chap. 14
™ of Ishimaru(1978.
52:?{ ~HmPHIHO)T? Suppose we havhl scatterers located at the points,
ro,...,rn; denote the configuration of points bw
= 1 d ()2 ={ry,r5,....rn}. Then, the ensembl@r configurational av-
J o Sin(072) go L (HI7dd ©)  erage of any quantitfF(r|Ay) is defined by

(with no dependence o8,;,). Lloyd and Berry(1967 used |
methods(and languagecoming from nuclear physics. Thus, (F(r))—f f P(rrz, I F(r[Ay)dVy--dVy,

in their approach, which they “call the ‘resummation (8
method,’ a point source of waves is considered to be situategihere the integration is oveN copies of the volumeBy

in an infinite medium. The scattering series is then writtencontainingN scatterers. Herey(ry,...,ry)dV,dV,:--dVy is
out completely, giving what Lax has called the ‘expanded’the probability of finding the scatterers in a configuration in
representation. In this expanded representation the ensemiigich the first scatterer is in the volume elemeNt; about
average may be taken exacflyut therj the coherent wave | the second scatterer is in the volume elemant about
does not exist; the series must be resummed in order to ok and so on, up tay. The joint probability distribution
tain any result at all.” One purpose of the present paper is t¢(r,,....r) is normalized so thatl)=1. Similarly, the av-

demonstrate that a proper analysis of the semi-infinite twoerage offF (r|A,) over all configurations for which the first
dimensional model probleniwith arbitrary angle of inci- scatterer is fixed at; is given by

dence leads to a formula that is reminiscent of tttaree-

dimensional Lloyd—Berry formula; specifically, instead of (F(f)>1=j J P(ray.. InlT ) F(r|An)dVy - -dVy
Eq. (4), we obtain

C)
2
K2=k2—4in0f(0)+%f cot(H/Z)i[f(a)]zdﬁ. Wher.e' p(rl,rz,...,r,.\,)zp(rl)p(rz,...,rN|r1) defines the
wk? Jo de conditional probabilityp(r,,...,ry|r1). If two scatterers are

(7) fixed, say the first and the second, we can define

Our analysis does not involve “resumming” series or diver-
gent integrals. It builds on a conventional approach, in théF(r»lz:f f P(ra,...rNlr1.r2) F(r[Ay)dVs --dVy,
spirit of the papers by Fikioris and Waterméi®64) and by (10)

Bose and Mal1973.
. . wherep(r,,...Inlr1)=p(rofr Fa,.... nIF1,T2).
The paper is organized, as follows. Some elementary NOF:ISI Zas e;c|h1)of ?é;l' sT():gt(teQ‘rers ig' elquglly likely to

pr(_)bablhty theory |s_rec_allt_3d in Sec.. II._ In particular, the occupy &/, , the density of scatterers & is Np(ry)=n,
pair-correlation function is introduced; this leads to the no- .
. ) L . the (constant number of scatterers per unit volume. Thus
tion of “hole correction”—individual cylinders must not be

allowed to overlap during the averaging process. In Sec. lll,  p(r)=ng/N=|By| %, (11
we derive the integral equations of Fol@gotropic scatter-
ers, no hole correctigrand of Lax(isotropic scatterers, hole
correction include Foldy’s integral equation can be solved
exactly whereas we have been unable to solve Lax’s integral N

equation. Nevertheless, we have developed a rigorous f f p(r2|r1)dV1dV2—no =[Bl. (12

method for extracting an expression #ifrom these integral We have to specifyp(r,|,), consistent with Eq(12). Also,

equations without actually solving the integral equations e want to ensure that scatterers do not overlap. For circular

themselves. Then, we use the same method in Sec. IV bL‘é¥ linders of radiusa a simole choice isp.(r )

without the restriction to isotropic scatterers. We start by y . ' P . PUralTs
=poH(R,—b) with b=2a, whereH(x) is the Heaviside

following Bose and Mal1973, and use an exactietermin- ) ; . ) .
istic) theory for scattering biN circles followed by ensemble unit function, Ry,=|r,—r,| andpo is a constant determined
by Eg.(12). Thus,

averaging. We give a clear derivation of a certain homoge-
neous infinite linear system of algebraic equations, obtained po={|By|— 7b?} ~1=ny/N, (13

where |By| is the volume of By. Also, as p(ry,rs)
=p(ry)p(ra|ry), we obtain
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assuming thab?n,/N<1.[The equality in Eq(13) assumes

that the “hole” atr, of radiusb does not cut the boundary of (Uex(r))1=Uin(r) +g(N—1) fB p(ralry)

By . Evidently, taking this possibility into account would not N

change the approximatiopy=ny/N.] Hence, the simplest X(Ugy(r2) Y 1oHo(K[r = 15])dVs, (29

sensible choice for the pair-correlation function is )
where we have used Eqd.0) and(17). Equations(18) and

0, Ry<<b, (19) are the first two in a hierarchy, involving more and more
p(ralry) = { no/N, Ry>b. (14 complicated information on the statistics of the scatterer dis-
’ tribution. In practice, the hierarchy is broken using an addi-
This simple choice will be used for most of our analysis.tional assumption. At the lowest level, we have Foldy’s as-

More generally, we could use sumption,
0, R12<b! UgyIN))1=CUl(r)), 20
p(rzm):{ | ay  (UeD)=(u() 20
(No/N)[1+x(R12;n0)], Ry>Db,

at least in the neighborhood of. When this is used in Eq.
where the functiony is to be chosen, subject to some con-(18), we obtain

straints. The effect of using E@15) instead of Eq(14) is

calculated in Sec. IV D One cou!d also cons.lder functlg_ns <u(r)>:uin(r)+gn0f (u(ry)YHo(k|r=r))avy,

that depend om;—r, (instead of justr,—r,|); such possi- Bn

bilities are discussed in Twersk{L978 and Siqueireet al.
(1995. reBy. (21)

We call thisFoldy’s integral equatiorfor (u). The integral
on the right-hand side is an acoustic volume potential.
lll. FOLDY—LAX THEORY: ISOTROPIC SCATTERERS Hence, an application o>+ k?) to Eq.(21) eliminates the
incident field and shows tha¥€+ K?2)(u)=0 in By, where
Foldy's theory begins with a simplified deterministic K? is given by Foldy’s formula, Eq(1).
model for scattering by identical scatterers, each of which At the next level, we have the Lad952 quasicrystal-
is supposed to scatter isotropically. Thus, the total field igine assumptiofQCA),
assumed to be given by the incident field plus a point source
at each scattering centet,: (Uex())12=(Uex(1))2. (22)

N When this is used in Eq19) evaluated at =r;, we obtain
U(r|AN):Uin(r)+g]§=:1 UexTj T An)Ho(KIr—ry]).

(16) v(r)=um(r)+g(N—1)fB p(rqNv(ryHe(klr—rq))dvy,

Here, H(w)=H{"(w) is a Hankel functiong is the (as-

sumed knowh scattering coefficient, and the exciting field reBn, 23
Uey is given by wherev () =(Ug,(r))1. We call thisLax's integral equation
N In what follows, we letN— so thatBy—B.., a semi-
Uex(I3Fol An) =Uin(1) + 9 2, Ue(rj 3| Ay Ho(Klr=]). infinite region,x=0.
=1
}#n a7 A. Foldy’s integral equation: Exact treatment
Consider a plane wave at oblique incidence, so that
The second term in Eq17) is the field near the cylinder at _
r, due to scattering by all the other cylinders. TMaumbers Up,=€@*A)  with a=kcosh, and B=ksinéj,.
Uex(rjiTilAN) (1=1,2,...N) required in Eq.(16) are to be (24)

de;termmed by solxlng.thg linear sys;em obta|.ned by ev'alui:m a semi-infinite domaiB.,, Foldy’s integral equation,
ating Eqg.(17) atr=r,; direct numerical solutions of this Eq. (21), becomes
system have been given by Fikio(it966 and by Groenen- ' ’
boom and Sniede1995. . © oo
Let us try to compute the ensemble average,afising (U(X,Y)>=é(ax+ﬁy)+gnoj f (U(x1,y+Y))
Egs.(16) and(8). The result is 0 /==
x>0,

X Ho(kpp)dYdxy, —o<y<om

<U(r)>:Uin(r)+gn0fB (Ue(r1))1Ho(K[r—ra)dVy,
N
(18)  wherep;=(x—x;)?+ Y2. This equation can be solved ex-

where we have used Eq®) and(11), and the indistinguish- actly. Thus, writing

ability of the scatterers. FQue(ry))1 [which is given ex- (u(x,y))=U(x)e", x>0, —w<y<m, (25)
plicitly by Eq. (9) in which ug,(r;;r;|Ay) is substituted for
F(r[Ay)], we obtain we obtain
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U(X)=e“”‘e‘(ﬁ“”y+gnof:ﬁo U(xy)

Ly x>0,
XHo(kpq)€*'dYdx,, C<y<on, (26)
Hence, for a solution in the form EqR5), we must haveu
=pB=ksinéb,,.
Now,

© ) 2 .
f Ho(kp,)€#¥dY = — g, (27)

wherea = Jk?— B2=k cosé,,. Thus, we see thatl solves
‘ 2gng (= o
U(x)=é“+7f U(xy) e xddx,, x>0. (29
0

Now, putU(x)=Uye™, so that Eq(25) gives

(U(X,Y))=UgdMBY) x>0, —w<y<om, (29)
and Eq.(28) gives
U e”\x_eiax:29n0U0 2ae™ _ R
0 ia )\2_ a2 )\— o ’

where we have assumed that Am0. If we compare the
coefficients of 8%, we see thatJ, cancels, leaving

A2—a?=—4igny, (30)

which determines\.. Then, the coefficients of & give U,
=2al/(N+a). A similar method can be used to find)
when B, is a slab of finite thickness, Ox<h, say; see
Aristegui and Angel(2002.
From Eq.(29), it is natural to write
N=Kcose and B=Ksing=Kksin6,. (31

These define the effective wave numierthe last equality
is recognized as Snell’'s law, even thougland ¢ are com-

plex, with ImK>0. Hence, we see that
N2—a?=K2-Kk?, (32)

and so Eq(30) reduces to Foldy’s formula, Eql).

B. Foldy’s integral equation: Approximate treatment

erixx_ eiozx

2gng

2gng . 4 )
- OéaXf U(t)e gt + ——
o 0 63

xf U(t)ee*tdt= Ae™+ Be** for x>¢,
4

where A= —4ignyUy/(\2— a?) and

2gng (¢ . 2igngUg .
-2 OJ U(t)e -+ —0 00 gn-ar
0 a(A—a)

B

o

Then, settindJ,= .4 gives Eq.(30) again, without knowing

the solutionU everywhere. This basic method will be used

again below.

C. Lax’s integral equation

Using the approximatiop(r|r)=(ne/N)H(R;—b) in
Lax’s integral equation, Eq23) gives

N—1
v () =Uin(1) +gNo—g fsb(

N

)U(rl)HO(le)drlv
r

(33

whereBg(r)={r, e By:R;=|r—r4|>b}, which isBy with
a (possibly incompletedisk excluded.
Let N— and take an incident plane wave, EG4),

giving

rEBN,

v(X,y)=é(“x+By)+gnof v(Xy,y+Y)
Xx1>0,01>b
x>0,
XHo(kpl)deXl, —OO<y<OO
As in Sec. Il A, we write
v(x,y)=V(x)eF, x>0, —w<y<mx, (34)
giving
V(X):eiax"'gnof V(x1)Ho(kpq)
x1>0,p1>b
xefYdYdx,, x>0. (35)

Then, using Eq(27), we see thaV solves

We have seen that Foldy’s integral equation can be V(x)ze‘“x+gnof V(x)L(X=X1)dx;, x>0, (36)
solved exactly, and that the solution process has two parts:

first find A (and hence the effective wavenumpand then

find Ugy. In fact,\ can be found without finding the complete
solution; the reason for pursuing this is that we cannot usu-

ally find exact solutions. Thus, consider E&8), and sup-
pose that

U(x)=Uq e for x>¢,

whereU,, \, and¢ are unknown. To proceed, we need say

nothing about the solutiok) in the “boundary layer” 0<x
<. Now, evaluate the integral equation for¢; we find
that
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where the kernell.(x—X;), is given by

2 . (X) )
L(X)=;e‘“|x|—2foc Ho(kyXZ+Y2)EBYdY  (37)

with ¢(X)=ybZ—X?H(b—|X|); here, we have written the
integral overY in Eqg. (35) as an integral over al¥ minus an
integral through the disk, if necessary.

We have been unable to solve E®6) exactly (even
though it is an integral equation of Wiener—Hopf-type

However, the approximate method described in Sec. 11IB

can be used. Thus, let us suppose that
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V(x)=Ve™ for x>¢, (38

whereVy, \, and{ are unknown. Then, consider E&6) for
x>{+b, so that the intervalx—x;|<b is entirely within
the rangex;>¢. Making use of Eq(37), Eq. (36) gives

Voeixx_ eicrx
gno

2 (¢ 4 2 (=
=;e'“xf V(t)e"“tdt+—f V(t)eetdt
¢

0 o

Xx+b (x—t) .
—2f V(t)fC Ho(kyV(x—1t)2+Y?)e#YdYdt
0

x—b
(39

for x>{+b. Equation(38) can be used in the second and
third integrals. The second integral is elementary, and has the

value

2iV,

4iV,
a(A—a)

i(N—a)l jax_
e e N

g,
The third integral becomes

® g [BT-E T2 Y
_ZVOJfbé JO Ho(kE2+ Y2)dPYdYdé

. 27 (b |
=—V0e”‘xJO foe'Krw“*“’)Ho(kr)rdrda

(b
=—277V0é"XJ Jo(Kr)Ho(kr)rdr
0

) 4i 27Ny(Kb
Ry  2aNo( )],
K2_k2 KZ_kZ
where  Ny(Kb)=KbHo(kb)J,(Kb) — kbH; (kb)Jo(Kb).

Using these results in E439), noting Eq.(32), we obtain
Ve — = A"+ B  for x>€+b,

where
27Tgn0V0
A= WNO(Kb)y
2gny (¢ . 2igngVy .
B="2 Of V(e ietgt+ — 90070 - aye,
a Jo a(A—a)

For a solution, we must havd=V,, and so
K2=k?—2mgneNy(Kb), (40

r )
0

cylinder j

cylinder p

FIG. 1. A view of two typical cylinders.

where§; and é, are to be found; fob;, we expect to obtain
the result given by Eq(l). It follows from Eq.(41) thatK
=k+36,ny/k+0(n3) and then

No(Kb)=Ny(kb)+ (Kb—kb)A/5(kb)+ -
=2il 7+ 3b?8,dg(kb)ng+O(n3),

where dg(X)=Jo(X)Hg(X) +J1(X)H1(X). When this ap-
proximation forNy(Kb) is used in Eq(40), we obtain

K2=k2—4ign,— mb?g8,do(kb)n3.

Comparison of this formula with Eq41) gives §;=—4ig
(as expectedand 5,=4mi(gb)2dy(kb), so that we obtain
the approximation

K2=k?—4igng+4mi(gbny)?dy(kb). (42

Note that the second-order term in E¢2) vanishes in the
limit kb— 0.

IV. FINITE-SIZE EFFECTS

The theory described above relies on the assumption of
isotropy. Here, we use a more complete theory. We start with
an exact theorydue to Zaiska) for acoustic scattering b
identical circular cylinders of radiug; for details and refer-
ences, see p. 173 of Linton and McI\@001). The cylinders
can be soft, hard or penetrable. THanSec. IV B), we form
averaged equations, and we invoke the QCA. This leads to
an infinite homogeneous system of linear algebraic equations
from which the effective wave numbek, is to be deter-
mined; the equations are independent of the angle of inci-
dence. An approximate solution fé&ris found in Sec. IVC,
correct toO(n(z)). In Sec. IVD, it is shown that this approxi-
mation does not depend on the choice of the function
x(r;ng), appearing in the pair-correlation function, Ef5).

In Sec. IVE, itis shown how Twersky’s formula f&r can be

derived, using an unreasonable choice for the pair-correlation
function.

which is a nonlinear equation fét. Notice that this equation
does not depend on the angle of incidengg,

We haveNy(Kb)—2i/7 asb—0 so that, in this limit,
we recover Foldy's formula for the effective wavenumber
Eqg. (1).

Let us solve Eq(40) for small ny. (Alternatively, we
could use the dimensionless area fractiearn,.) Begin by
writing

A. A finite array of identical circular cylinders: Exact
'theory

We use polar coordinates,@) centered at the origin
and (j,0;), centered ar;=(x;,y;), the center of thgth
cylinder. The various parameters relating to the relative po-
sitions of the cylinders are shown in Fig. 1.

2
KZ=K?+ 81no+ 8ng+ (41) Exterior to the cylinders the pressure fielduiswhere
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Vau+k2u=0. (43 N
AS+E > AZ @M MusH, o (KR;)

In the interior of cylinder, the field isu;, where H&S n=—co
2.+ k2u. =0. _
V2u;+ k%u;=0 (44) IR 1,2,...N, (52
A plane wave, given by Eq24), is incident on the cylinders. s ' me Z.
A phase factor for each cylindel;, is defined by Note that the quantitieg, x, anda only enter the equations
| = glax+By)) (45) through the f[ermin. _ S -
J For a single cylinder the solution is immediata;,
and then we can write =—i", exp(~im@,;,) and then the far-field pattern, defined
. by Eg.(3), is given by
u: :I_eikl’j COS&'j—Oin):I_ Z ein(ﬂ'/2—9j+0in)J (kr)
in— 1] L= M= ()= 2 Z, gnt. (53)
(46) n=—ox
We seek a solution to Eq§43) and (44) in the form B. Arrays of circular cylinders: Averaged equations
N * . . - . .
U=up + 2 z AJ Z Hu(kr, )t a7 The above analysis applies to a specific configuration of

10w scatterers. Now we follow Bose and Mél973 and take
ensemble averages. Specifically, setrgl in Eq.(52) and

” . . then taking the conditional average, using Etf), we get
= > Bl (krjem, (48)
n:—OO

=—

. ) A )+n Z J H,_ (kR
for some set of unknown complex coefficierk§ and B}, . (Amano—— N nZ By:Ryp>b m(kR1)

The factor x gnmazy A2y gV,

_ gJ,(ka)dn(ka)—Jdn(ka)d/(ka) 7. 49 =1, @M 0 mey. (54)

aHn(ka)Jn(ka) —Hn(ka)Jy(xa) Now we letN—c so thatBy becomes the half-space

has been introduced for later convenience. Herew/c and ~ X>0, and invoke Lax's QCA, Eq22). This implies that
q:pc/(pc), Whgrep andc are the density and sound speed, (A2m>1z=<A§1>z- (55)
respectively, inside the cylinders. Note that we recover the . _

sound-soft results in the limig—0, whereas the limiy ~ We seek a solution to E¢54) in the form

— 0 gives_ the sound-hard results. The boundary conditions (AS)=imeBYsd (X (56)
on the cylinders are

so that
10u 1dug 1..N. (50 .
u=us, ——==~-—-— Onrg=a, s=1,.N. o
pars b s x40 B2, Un-m(X01,Y21)
. . . . n=-—ox Xo>0R12>b
Using Graf’s addition theorem for Bessel functions, it .
can be shown that provided<R;; for all j, we can write the X ePY21d  (x,)dx,dy,
field exterior to cylinders as — e iMinde  meZ, (57)
urs, bs) where we have writtex,,=X,—X; andy,=y,—y;, used
° . . apy=a,—, and definedy,(X,Y)=H,(kR)€"® with X
= > (Idy(krg)@(™2=0s+0in) + AS7 H (kr)en%) =Rcos® andY=Rsin®.
n=-= Proceeding as before, suppose that for sufficiently large
X (sayx>{) we can write
j X . .
+ 21 n_ZOC A Z E J kr n m(kR]s) q)m(x):Fmeflmtpel)\X, (58)
J%: o where\ and ¢ are defined by Eq31). We assume that Im
x @Mmisgln =M s, (51  \>0 so that®,,—0 asx—o. Then ifx;>¢+b, Eq.(57)
The geometrical restriction implies that this expression isbecomes
only valid if the point s, 6s) is closer to the center of cyl- *

inder s than the centers of any of the other cylinders. This isFme" Mo ghxy 4 No 2 Z,(=phm
certainly true on the surface of cylindeand so Eq(51) can

be used to apply the body boundary conditions which leads, ¢ o

after using the orthogonality of the functions expgs), m X{ fo D (X2) Lo m(X2n) dXo+Fpe” MMM,y

€7, and eliminating the coefficient8),, to the system of

equations =—¢e Mind®1  me7, (59
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where

Lo(X)= f (X V)@TaY, 60)

Mn:f Un(X21,Y20) W (X1,Y20)0Xo0y,,  (61)
Xo>4{,R15>b

\P(X,Y):ei()\XJr,BY):éKRCOS(7go), (62)

and we have used E¢31). Next, we shall evaluate,, and
M, ; note that we have,<{<x; in Eq. (59) so thatxy;
<0.

Consider the integral ,(X) for X<0. From Eq.(27),
we have

Lo(X)=(2la)e '™ and L{=—ial,. (63)
For L, with n>0, we use the fact that
& J
Ln(X):f ——éﬁY R-H Y 1(X,Y)dY. (64)

Then, as the)/dX can be taken outside the integral and the
dldY can be removed using an integration by parts, we have

kL,=—L/_;—BL,_1, which expressels, in terms ofL,,_,

andL,_,. It follows from Eg.(63) that
2(la—p)" 2i"
n= ( B) e—IaX elr'leme—lax (65)
ak"” a
This formula also holds fon<0. Hence, forx;>Xx,,
Ly(Xp—Xp) = (2/ar)i"e"linge(X1=X2), (66)

The double integraM , can be evaluated using Green’s

theorem as follows. We havey, VW —WV2y,=(k?
—K?) ¢, W. It follows that

R— f
™ K2—K2Jm

wheredB consists of two parts, the ling,= ¢ and the circle
Ri>=b. Now, onx,=¢, d/dn=—dldx, and so we have

ov ﬁ(//n
- e
fxze[ ¥ 29

. * : &
:é}\(é’*Xl)J' @By — Nyt COSalz_n
e IRz

oV I

W=l ds,,

dY2

Sin [22%) awn
Rip dags

dy,
Xp=1{

- éxwxﬁjw By

dy,

Xy=4

k
E('pn—l_ ‘/’n-%—l)

—iNyg,+

:gei(a*)\)(xlff)infleinﬂin()\ + a),

(67)

using  H (X)=Hn () —Hnea(x),  (2n/x)Hp(X)

=H,_1(xX)+Hp;1(x), and Eq.(66) thrice.
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The contribution from the circl®,=b is

- fzﬂr |t

KR cog® —¢) KRcog®—¢) "1
(el )= ¢ JR
27 .
:_bf elecos(ﬂp)em
0

bd®
=b

wnaR

X [iIKH (kb)cog ® — ) — kH/ (kb)]d©

~—pen [ Tem 3
0

i93,(Kb)e ™'

H,(kb) (€4 e %) —kH/(kb) |d@

= —27bi"é"[KH,(kb)J/(Kb)—kH/(kb)J,(Kb)].
(68)
Thus, the systen(69) can be written as
Ame—imzpeixx_'_ Be—imaineiax
=—e Mind®™ x>+,

me?7, (69)

where
2n0’7T
k2—K

ﬂ 2 Zneinﬁin

& n=—-o

2 FnZNo_m(Kb),

m m+

¢ . iF,e ne
><U ® (t)e “dt+ )\”—e'(”*“)( ,
o =

and
Np(Kb)=kbH/(kb)J,(Kb)—KbH,(kb)J/(Kb). (70

In particular, note thatV, appeared in Sec. Il C during our
analysis of Lax’s integral equation.

From Eq.(69), we immediately obtair3=—1 and A,
=0 for all m; the second of these, namely

2”07T
k?—K

is of most interest to us. It is an infinite homogeneous system
of linear algebraic equations fét,,, me Z. The existence of

a nontrivial solution to Eq(71) determinesK. Notice that
Eq. (71) does not depend o#,, so that the effective wave-
number cannot depend a, .

Equation(71) is the same as Eq33) in Bose and Mal
(1973 [with the choice Eq(14)]; these authors began by
considering normal incidencd,,=0. However, thederiva-
tion of Eq. (71) given here has some advantages over that
given by Bose and Mall973. First, we do not invoke “the
so-called ‘extinction theorem™ of Lax; this is described in
Sec. VI of Lax(1952. Roughly speaking, this “theorem”
asserts that one may simply delete the incident field when
calculating the effective wavenumber, in the linhit— .
Along with this come some divergent integrals; for example,
the integrals in the unnumbered equation between B5.

Fot Z FoZoNa_m(Kb)=0, meZ, (71)
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and(33) of Bose and Mal1973 are divergent, becaus&®

is exponentially large as— — . In fact, we can say that our Am=— E Z,qn+ mh’F E Z,d,—m(kb)

£(0) n<
analysisprovesLax’s theorem in our particular case. ( I
Second, when dealing with a half-space containing scat- iFo, /
terers, we know from the work of Lloyd and Ber(§967 " 41(0)" meZ. (78)

that the boundary of the half-space can cause difficulties.
Here, we give a proper treatment of this boundary. In pardt follows that q,,— mb?F=;_ .Zd,_,, must be indepen-
ticular, we do not assume that all fields are proportional todent ofm, call it Q:
€™ everywhereinside the half-spaces>0, but only inx o .
>¢, away from the boundary: the width of the boundary __i _ IF 5,
| : - oun Q= > ZqGn
ayer, €, is not specified, and need not be specified if one f(0) n== 41(0)
only wants to calculaté.
A more recent analysis was given by Siqueira and Sara- _ 1 2 7| Q+Fab? 2 Z.dq . (kb)

bandi (1996. They allow noncircular and nonidentical cyl- f(O) nE e

inders (using aT-matrix formulation but they do assume .

that the effective field is proportional t&"& for all x>0. _ IF 5, (79
4f(0)°

C. Approximate determination of K for small n, ©

The only approximation made in the derivation of Eq. Hence
(71) is the QCA, which is expected to be valid for small
values of the scatterer concentrationg®<1). We now as- 5,=4mib? Z Z Z,Zds ,(kb) (80)
n=—9o s=—x

sume(as in Sec. lll @ that ny/k? is also small and write

2_1,2 2 . . .
Ke=k+61ng+ &np+---. We then have and so we obtain the approximation

Ny(Kb)=2il 7+ 3b?8,d,(kb)ng+ O(n3), (72) K2=k?—4in,f(0)

where 2SS z,zde a(kb)toe (8D

n=—o s=—wx

+44ib%n

dy(X) =3 OOHL(X)+[1—(n/x)?]I(X)H (X 73
n(3)=In(HR(3) [ 1= (101 n(3)Hu(x) 73 For isotropic point scatterers, we hai\&|>|Z,| for all

and so n#0 andg= —Z,, so that Eq.(81) reduces to Eq(42) in
this limit.
N, (Kb) 2i bd,(kb) 2|52 So far we have not made any assumptions'about the size
> w2 men 5 +0(ng). (74)  of ka or kb (though clearlykb=2ka). Now we will assume
k=K o1l ™5 that kb is small. In the limit x—0, we have x?d,(X)

~2i|n|/m. Hence akb—0,
If Eq. (74) is substituted in Eq(71) and O(n3) terms Inl/ -

neglected we get

o~ — Enzm 5_230 |s—n|Z,Zs. (82
Fr= 51n_2wZF +n02 Z.F, Now
415, 2_ i(n+s)6
7b2d. (kb)— —'| mez (75) [f(6)]%= :2_00 52 Z,Z4¢
1
At leading order this gives Z 2 Z,Zscogn—s)6 (83
n=-—o s=—©
E Z.F,, meZ, (76) sinceZ,=Z_,,. Thus

m
5]_ n=-—w

which implies that all theF,, are equal. If we writeF,
=F, Eq.(76) becomes

©

S1=4i >, Z=—4if(0), (77)

S=—

wheref is the far-field pattern, given by E¢53).
Returning to Eq(75), we now putF.,,=F +nyqg,,, and
then theO(ng) terms give
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d—i[f(a)]Zz— _}; _2 (N—8)Z,Zssin(n—s) 0.
(84)
Also

f cot30 sinm@dé= 7 sgr(m), (85)
0

see Eq. 3.612) in Gradshteyn and Ryzhik2000. Thus,
settingkb=0 gives
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K2=k2—4in,f(0 +—gf cot( 0/2) —[f(6)]°de
ingf(0) 2 Jo )d9[()] :
(86)

The integral appearing here is convergent becafigé)
=0.

D. Effect of pair-correlation function choice

Here, we consider the effect of using a more compli

cated pair-correlation function, defined by E5) in terms

of the functiony(r;ng). This function must decay rapidly to

zero ag —o0 and, in additiony(r;ny) —0 asny— 0 for any
fixed r. For example, Bose and M&lL973 suggest using
x(r:ng)=e""t")where the correlation length(ng)—0
asny— 0. Other authors have supposed tlgét;ny) =0 for
r>b’'>b, where the radius’ may be taken asl® see, for
example, p. 1072 of Bos€l996 or Eq. (27) in Twersky
(1978.

Proceeding as in Sec. IV B, we obtain E§7) with an
additional factor of 1+ y(R15;ng)] in the integrand. Evalu-
ating this equation fox;>¢€+b’, assuming thaty(r;ng)
=0 for r>b’, we obtain Eq.59) with M,_,, replaced by
M/ where

n—-m?

Mrllen'i'f  Un(X21,Y21)
b<Ryy<b

X W (X21,Y21) X(Ri2:Ng) dXody,
=M+ 2mi"e"*W,,

anfb Hn(kR)Jo(KR) x(R;ng) RaR,
b

andM ,, is defined by Eq(61). Hence, we obtain a modified

form of Eq. (71), namely
[Nn_m(Km

Fmt2nom > FnZ, Rz

n=-—o

+wnm] =0, meZ,
(87

from whichK is to be determined. This homogeneous system

for F,, is EQ.(33) in Bose and Mal1973 and it is a special
case of Eq(24) in Siqueira and Sarabandi996. Moreover,
the fact thatw,=
tions forK obtained in Sec. IV C, namely Eg®81) and(86),
are unchanged by the presenceyof

E. Reproducing Twersky’s formula
It is implicit in the work of Twersky(1962 (and others

that the complications arising when a scatterer center i
closer to the boundary=0 than its radius are ignored. It

was pointed out by Lloyd and Berr§l967) that, since all

scatterers are treated equally, ignoring the boundary-layer ef-)\ —,
fects is equivalent to using a pair-correlation function with

the following property: if one scatterer is at;(,y,), then no
other scatterefwith center &,,y,)] can occupy the infinite
strip x;—a<x,<x;+a. Thus, instead of Eq(14), the

choice
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0(1) asny—0 means that the approxima-
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0, |xxl<a,
Np(rz|r1):[ 2 (89)

No, [X2l>a,

was made. We shall show that use of E8g) leads to Tw-
ersky’s formula, Eq(4).

Settings=1 and taking the conditional average of Eq.
(52) in the usual way, and looking for a solution in the form

of Eqg. (56) now leads to

-cbm(x1)+non§:w Zn(‘i)nm( J:raJF J;a)

X Lo m(Xo) P p(Xp)dxy=—e Mind®*1  meZ, (89)
whereL ,(X) is defined by Eq(60).

Suppose that fox>¢ we can write[cf. Eq. (58)]

D (X)=F e Mlinghx, (90

where ImM\>0. Then ifx;>¢+a, Eq. (89 becomes

Fme"‘xl+no E Zn(_i)n_melmginjo D (X)L m(X21)

n=-—o

o

de2+ noei)\xl z Fnzne*i(n*m)(ﬂ'/ZJrHin)
n=—wx

X

xa=a - ei)\x21d — _eiaxl
+ Ln—m(X21) X2= '
4 Xita

me7Z. (92

We have already evaluatég,(x) for x<0, see Eq(66).
Now, we also need its value for>0; we have

2(—i)"e Mindex x>0
ALa(X)=) pingntingiax  y<g, 2
Using these in Eq(91) gives
A @+ Be™X=—doX x>¢+a, meZ,
where
~ 2|n
Ap=Fp— — E FoZn
n=-—ow
—i(A—a)a i(AN+a)a
X N ¢ é(n—m)aT]
N—a N a '

n=-—ow

~ 2N < iF,gt et
B="2 3 Z[e’”gan ® (t)e"“tdt+—)\_a ]

and 6= m—26;,. Thus,\ is to be found from4m= 0 for all
meZ.
As before, we write K2—k?=\?—a?=8;ny+ &,n3

-+. Hence,
—in—awa d\twa
¢ _e' ei(nfm)ﬁT
AN a
2a 2ad
+—{1 2ica—efaagn-mon _ Z_2
51”0 52
+0(ng).
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Longitudinal and lateral low frequency head wave analysis
in soft media
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Montevideo, 11400, Uruguay
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This article studies the influence of the head wave in the lateral and longitudinal components of the
displacements generated by the radiation of low-frequency elastic waves in an isotropic and
homogeneous soft solid. Low-frequency shear waves are used to characterize elastic properties of
soft tissues. In this context, it is useful to have a detailed study of the low-frequency wave field in
this kind of material. A soft medium is characterized by the fact that the head wave is found in the
source’s axis. Even though its amplitude is small compared with the shear wave, it is possible to be
observed experimentally by recording consecutive ultrasonic A-lines while the low-frequency wave
propagates inside the medium. A standard one-dimensional speckle tracking technique is employed
to measure the displacements. Experimental results were interpreted through the exact Green’s
function solution to the half-space problem. According to the theoretical and experimental analysis,
the head wave and surface related terms in general contribute to the displacements in the
low-frequency range. This article thoroughly analyzes and experimentally shows the contribution of
the head wave for the lateral component, which is not fully addressed by the literatur200%®
Acoustical Society of AmericaDOI: 10.1121/1.1920147

PACS numbers: 43.20.Gp, 43.20.Hq, 43.20[PRM ] Pages: 3424-3431

I. INTRODUCTION the interface into bulk waves, as described by rhkey!!
Head waves are a characteristic result of this mode conver-
The use of low-frequency shear waves has proved to bsion, generated by a conversion in the compressional wave
a useful means to obtain quantitative information about thepropagating along the interface into a bulk shear wWavé.
elastic characterization of soft biologic tissues, with the ob-  Head waves have been studied previously, mainly in
jective of detecting lesions? The dynamic elastographic seismology® and in the ultrasonic field for nondestructive
techniques based on ultrasound use a mechanic vibrator thawaluations in conventional solid medfal* Although there
excites the medium from the surface in a monochroniatic are exact solutions to the half-space problem, they are diffi-
or transiert way. cult to deal with analytically, so head waves have been ana-
In order to obtain quantitative information about the lyzed mainly in the asymptotic limit of high frequenci¥s.
elasticity of the studied medium, the elastographic techThese results cannot be applied to this research since it
niques are based on a constitutive model of it. In elastograworks with low frequencies and thus does not meet the con-
phy, tissues are usually considered elastic media at a firglitions that these approximations require. Therefore, this ar-
approacl’?f8 The simplest model consists of assuming anticle experimentally studies the head wave and its influence
isotropic, homogeneous, and perfectly elastic medium. Dein the displacements generated by a line source, acting nor-
spite the simplification this involves, the works that havemally from the free surface of a tissue-mimicking phantom.
used this model yield encouraging results, showing locallyThe experiments are carried out using an ultrasonic trans-
homogeneous regions but with different values of Lame ducer to measure displacements along the ultrasonic beam
coefficients’ In order to go further in the development of the inside the phantom by a standard one-dimensional speckle
dynamic elastographic techniques, it is important to have &acking technique. The analysis is based on interpreting the
detailed study of the transient response of soft elastic medigXPerimental results with those foreseen by the exact Green’s
A recent paper by Sandriet alX® shows the importance of function (without any approximationobtained through the
the coupling term on the elastographic techniques. The ayc@gniard—de Hoop method. This allows for an identification
thors calculated the impulse response for the longitudingP! the contribution of the head wave and other superficial

component of the displacements along the axis of a circulaierms to the displacements. Separate studies for the longitu-
source, through a simplified Green's function for a semi-dinal and lateral components are carried out so as to identify

infinite medium. The simplification consists of not taking the contribution to each. The existing literature does not

into account any surface effect on the displacement field inStudy the lateral component thoroughly, though it degrades

. . . 6
side the medium. These effects include the Rayleigh surfac® quality of the results of the longitudinal ofte.

wave and conversion modes of waves that propagate alon?

II. THEORY
3Electronic mail: nbenech@fisica.edu.uy Let us consider the semispaze 0 as elastic, homoge-
DElectronic mail: carlosn@fisica.edu.uy neous, and isotropic, with Larsecoefficients\ and u, and
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FIG. 1. Lamb’s problem coordinates definition.

4810 vibrator

material densityp. An infinite line source that generates the line source
propagation of elastic waves in the medium acts from the (@)
free surface. Let us suppose that the line source coincides

with the y axis and that it behaves impulsively in tkexis

direction(Fig. 1). The initial conditions are of null displace-

ment and velocity fot<<0. As usual, the problem is solved

by using the vector potential and the scalar potentiap,

which are related to the displacemenby*® vibrator

u(r,t)=Ve(r,t) +VXur,t). (1) (b) .

Du'e to symmetry ConSidera_tionS' the diSpI_acenmt) FIG. 2. (a) Experimental setugb) Dimensions of the line source employed.
neither depends on thecoordinate nor does it have a com-

ponent in that direction. Hence, E@.) can be written as

3mm

In the last expression, the substitutioft, by t,, the arrival

u(x,z,t)=Ve(x,z,t)+ VX(x,z1)j, (2)  time of the compressional wave, was made, and the fact that
v>1 was used to simplify the square root. Depending on the

where s is substituted byy=yj, with j being a unit vector  angular positionty,,, varies betweet for §= 6. andt,, for

in the positive direction of thg axis. Therefore, the problem ¢=7/2. Int=t,,,, the solution does not show a discontinuity

is bidimensional and the displacement’s study is made alongut a soft behavior. However, this term keeps on going until

the x—z plane. This problem can be solved in an exact wayt,=r/c, the arrival time of the shear wave, where, as the

using the Cagniard—de Hoop methddResults are shown in  shear wave, it features a singularity. These singularities are

the Appendix. The final solution, which is noted asintegrable, so that there is no difficulty in obtaining the re-

G.(x,zt), wherea=x, z indicates the displacement com- sponse due to an arbitrary time function source by convolu-

ponent, can be written as the addition of three terms tion. It is difficult to deal with the analytic expression of the

P HW head wave, so numerical calculations were performed to de-
G“(X'Z’t):G“(X’Z’t)+G§(X’Z’t)+G“ xzH. () tect its contribution to displacements, shovf)/ing it is small

The first of these terms is associated with the compressiongempared to the shear wave, but even then, detectable with

wave orP wave, the second with the shear waveSawave, ~ OUr experimental setup.

and the third with the head wave. This wave, which origi-

nates in the alteration of the integration path when reversingll. EXPERIMENTAL SETUP

the Laplace transform due to branch points, assures that the

border conditions are satisfied, and is interpreted as a chang@ | - ihis experiment is a tissue-mimicking phantom

in mode of the surfac® wave that enters the volume as@n - ¢ of agar-gelatin. The phantoms built in this way behave

11,12,17 : ; ; !
wave. The g_><|stence of a h_ead wave 1S registered belike elastic media in a first approach. The attenuation mea-
ginning at a critical angle, which is defined by s#)(

— -1 wherey—c, /c, is the quotient between the speeds Ofsured for the shear waves is of the order of 15'nfor
=y 1 =cplcs . :
the bulk P- and S waves, respectively. For soft solids, frequencies between 60 and 120 Hz. This phantom, prepared

. ) . in a cylinder-like container 100 mm in diameter and 75 mm
>c,, and hence the critical angle can be considered as belnﬂ height, is put between a 5-MHz central frequency ultra-
zero. As a consequence, the head wave exists in the whoLe !

; . : onic transducer 10 mm in diameter, and a Bruel & Kjaer
medium. The arrival time of the head wave depends on thgg, o\ i oi0 v \which is attached a 9 0-mm-long and 3-mm-
angle 6 with respect to the axis '

wide line [Fig. 2(b)] that vibrates normally with respect to

Figure 2 shows the experimental setup. The material

r the phantom’s free surface. The length was chosen so that the
thwzc_[( y?—1)"2cog 6) +sin(6)] line would behave as infinite near its center, and the width so
P that it would be much smaller than the distance to the source
=t,[ ycog #)+sin(6)]. (4) at which measurements are mg@® mm and thus be con-
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sidered a line source. Line sources are employed in elastog- !
raphy to focus shear waves in the symmetry plane between os
them®18 Therefore, the wave-field analysis generated by a
single line is a contribution to this kind of application. Using 7
a function generator, a signal is send to the vibrator synchro- %
nized with the ultrasonic pulses in the emission—reception -
mode. As excitation, we use two sinusoidal cycles of central §
frequencyf,, which is changed in the experiments. The ul- ©
trasonic transducer is employed to record several speckle sig-
nals from the medium while the low-frequency wave is .
propagating on it. The acquisition system allows for a regis- ° *imegw "
tration up to 512 consecutive ecographic lines of 2048 points @
each, sampled at 40 MHz, with a repetition frequency of 1 ot
KHz. This way, each signal contains information about the
position of the scatterers inside the medium at regular times
of 1 ms. Displacements are measured along the ultrasonic
beam using a standard correlation technique among the con-
secutive ultrasonic A line¥. This technique allows for mea-
surement of the displacements that take place between the
time interval of two consecutive ultrasonic pulses, so what
we actually measure is the particle veloétyThe accuracy
of the measurements depends on the transducer frequency,
the signal-to-noise ratio, and the time width of the windows T s sy T v v wm
that were selected in the correlation algorithm. In this expe- "““(‘b‘;“”
rience, we use a 5-MHz central frequency transducer; the
width of the windows is 2.4us (6 wavelengthswith a 50%  FIG. 3. Time'dependence Qf Green's fur_1cti(ﬂ) and time derivative of
overlap among them. The calculated standard deviation usin%reen's function(b) for a point on thez axis at 30 mm from the source.
the Crame-Rao lower bound, obtained by Walker and me in (b) corresponds to values betwegyandts
Trahey?! for these experimental conditions is of the order of i .
1 um. :FS’ thg coupling term. After the end of the ramp there is a
The displacements due to an arbitrary excitation of timdll altotrlbuted to surface phenomena as noted by Sandrin
f(t) are obtained as the convolution product betwégr) €t @l The slope of the ramp is not consta@ts expected
and the Green’s function. Since what is measured experime/lOm the coupling term alonebut it features a slow variation
tally is actually the particle velocity, the time derivative of P&€tweert, andts as shown in Fig. ). This slope variation

=
7]

=

=
E

Tty dorivative of Groen's functicn (A L)
2 =
= =

the Green’s function is used also is due to surface phenomena. These two effects are not
associated with the head waladrictly the head wave is null
3G (X,z,t) on axi9 but to other wave-field coupling phenomena at the
va(X,Z,t)= T@’f(t)- (5)  free surface. These terms, together with the coupling term,

appear in the Green's function spectrum in the low-

frequency range. Figure 4 shows the module of the Fourier
IV. RESULTS transform of the time derivative of the Green’s function
A. Longitudinal component shown in Fig. 8a). Present on it are several maxima and

The longitudinal component is the most relevant in ul-
trasonic elastography because it is the component which we
access directly in the experiments so it forms the basis to
deduce the elastic properties of the medium. Although the
head wave is present in the whole medium, we cannot sepa-
rate it from the shear wave for small angles. In view of Eq.
(4), t,w tends totg as 0 tends tof.. In order to interpret
experimental results through the Green’s function analysis,
we plot in Fig. 3a) its time dependence in theaxis 30 mm
from the source using experimental values for the speed of
P- and S waves, 1500 and 2.8 m/s, respectively. Due to the
directivity pattern of each terf,the only relevant contribu- s
tion in thez axis is that associated with th@? term. Even 05 "

0
though it is not explicit in the exact Green'’s function, this frequency (Hz)

term contains the COUp“ng term. It shows a Dirac delta in FIG. 4. Fourier transform modulus for the time derivative of Green’s func-

=tp of very small amplitude, corresponding to the arrival O_f tion. The low-frequency contribution comes from the coupling and superfi-
the compressional wave, and then a ramp that grows until cial terms.

particle velocily spectrum {417
s = 8 = = ©
£ - oh =3 el (-]

=
b

l(ll’ 1
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FIG. 5. Particle velocityup) and corresponding specttaelow) measured
on thez axis at 30 mm from the source for 40-k&@ and 100-Hzb) central

frequency excitations. The spectra at 30 ifontinuous are compared with .
those corresponding to the excitation functions recorded in the sudate ~ Creéases, the am_p“tUde of the shear wave tefn_becomes
ted). For the 40-Hz excitation it remains practically unchanged, but for themore relevant. Figure 6 shows the particle velocity as a func-

100-Hz one the central frequency is modified due to interference betweefion of normalized timet/ts at a distance of 30 mm from the
theP andSwaves. source for various angular positions. In the figure it is ob-

o ) o served that the amplitude of tf&wave, which has the op-
minima due to constructive and destructive interference beposite sign of the coupling term, increases with angle. In the

tween the compression and shear waijeBhe time differ-  ;one closest to the axis, the displacements in-t, are
ence between these waves is approximatelywhich for  negative, while for higher angles they are positive. In this
this case (=30 mm andcs=2.8 m/s) ists=10.7ms. So, the  |atest zone, we get closer to the free surface and the ampli-
first maxima is around 50 Hz and the first minima at 100 Hz,ge increases due to the Rayleigh wave penetrating the
Below 50 Hz the spectrum continues on in high values, dugnedium? The speed of this waveg, is given by the Vik-
to both the coupling term and surface-related terms. Figure Ryroy's formuld3
shows the particle velocity measured mraxis at 30 mm
from the source, for excitations ¢f=40- and 100-Hz cen- cr  0.718-(cs/cp)?
tral frequency and their corresponding spectra. The spectra C_SE m
of the excitation functions recorded at the surface are also ' stTp
plotted in order to show their evolution as the wave propadin our case, the relationships/c,—0 and thereforecg
gates through the medium. These results agree with the pre=0.9%,. As a consequence of this nearness of velocities, it
vious analysis. As expected from Fig. 4, the maximum dis4s impossible to separate these two waves with our acquisi-
placement recorded for the 40-Hz excitati@®0.3 xm) is  tion system.
bigger than that of the higher frequen¢1.8 um), and its In addition, as the angle increases, so does the difference
spectrum is practically the same as that recorded at the supetweent,,, andts, and the time duration of the head wave.
face with a single peak at 37 Hz. The spectrum correspondts contribution is small, but we can get a good record of it in
ing to the 100-Hz excitation function in the surface has twothe zone where the amplitude of the coupling term is negli-
peaks at 23- and 97 Hz, while at 30 mm from the source igible. Figure 7a) shows the displacement as a function of
has three peaks at 27, 70, and 117 Hz, going through a mintime for a distance of 30 mm from the source and an angle of
mum at around 100 Hz because of the spectral form of th&5° for a 80-Hz central frequency excitation. For this angular
Green'’s function. position the coupling term becomes negligible and the con-
The previous analysis suggests that the existence of stribution to the displacements for times precedtggomes
perficial terms can be identified through the particle velocityfrom the head wave. The speed measured for the shear wave
spectrum. In Fourier's domain, E) is written as is 2.810.06 m/s. The speed of the compressional wave is of
~ .~ ~ the order of 1500 m/s. Therefore, the arrival time of the head
v(xz,0)=10G.(X,2,0)H(w), ©) wave, Eq.(4), is t,,=6 ms. The excitation begins at 5 ms;
wherei is the imaginary unit. Therefore, the particle velocity hence, the arrival of the head wave happens at 11 ms and the
spectrum depends on the spectrum of the Green’s functiommne of the shear wave at 16 ms. Arrival times of each wave
which in turn depends on the angle due to the directivity are indicated with arrows in the figure, and we also compare
pattern of each term. In this article, the interest is centered ithe experimental result with the one obtained after convolut-
the analysis of the displacements that take place outside theing the exact Green’s function with the excitation imposed to
axis because the contribution of the head wave is not experthe medium, which was experimentally recorded on the sur-
mentally identified on it as seen above. As the angle inface. Figure ) shows a comparison between the spectra of

)
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in good agreement with peaks at 20 and 74 Hz.

the experimental result with that obtained with E®),
which agrees with the experimental result, with peaks at 20
and 74 Hz. Due to the time duration of the head wéve-
tweent,,, andty), it always interacts with the& wave in
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FIG. 9. Directivity pattern for the coupling terfa) and theSwave(b). The
coupling term has its maximum at 45° and tBevave at 33°.

sequence of directivity pattern for each term as shown in Fig.
6, and the central frequency tends to be smaller than 100 Hz
as the angle increases. In this zone, the coupling term is
negligible and the head wave contributes to lower the central
frequency of the spectrum.

B. Lateral component

In the same way as what was exposed for the longitudi-
nal component, the head wave contribution to the lateral
componentx direction of displacements is analyzed. Figure

making the convolution product. This interaction is identified9 shows the directivity pattems for the coupllng. teffig.

as lowering the central frequency of the particle velocityg(a)]. and fo_r the shearowav_[eFlg. Ab)]. The coupllpg term R
spectrum. Figure 8 shows the frequencies of peaks in thgas |t_s maximum at 45° while for the shear wave it is at 33°,
Fourier transform modulus in function of angle for a 1OO—Hzand d|splacements along thexis are null for both term_s. In
central frequency excitation. These experimental results artg]ese circumstances, the head wave and the coupling term

compared with those obtained through the Green’s functio

are easy to confuse, and so head wave observation is delicate

We can observe a low-frequency peak for all angles in boﬂ(Or the lateral component. Figure () shows the particle

results, showing that there are low-frequency terms in the/

elocity as function of normalized tim#t,, for various an-

Green’s function spectrum for all angles. In addition, forglJIar positions, where it is observed that Sevave domi-

small angles the spectrum shows the existence of thre
peaks, as shown in Fig(l®, due to interference phenomena.

ates over the coupling term for all angles; Fig(diGshows
the maximum amplitude values of Fig. (8D as function of

For greater angles, this interference is not present as a coﬁpgle’ reproducing the directivity patternvave shown in
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ig. 9b). Directivity patterns were obtained experimentally
before for the longitudinal componefftbut not for the lat-
eral one.

For small anglegless than 30 the time separation be-
tween the head wave and the shear wave is less than 1 ms at
30 mm from the source, so it cannot be recorded clearly with
our acquisition system. The contribution of the head wave
betweent,,, and t; can be observed experimentally for
greater angles, since in this zone the time separation with the
shear wave increases and the amplitude of the coupling term
decreases. Figure 11 shows the comparison between the ex-
perimental and theoretical lateral displacement at 30 mm
from the source and an angle of 60°. In order to clearly
identify the head wave contribution, and avoid confusion
with the coupling term, we make here also a comparison of
experimental results with those obtained with the simplified
Green'’s function introduced by Sandrét al, adapted to a

FIG. 8. Frequencies as a function of angle, corresponding to the peaks of tHihe source. As mentioned above, this function does not take
Fourier transform modulus for a 100-Hz central frequency excitation at 3qmo account any surface effect. so the head wave is not
mm from the source. The experimental resdtsterisky are compared with . . . S .

present in the particle velocity field. In Fig. (HL the com-

those obtained through exact Green’s functisgquares The central fre- : ) ) )
quency decays as angle increases due to the head wave. parison was made using the exact Green’s function, while
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angle that experimentally confirms the directivity pattern of Fidp).9 )

Fig. 11(b) uses the simplified one. In both cases we observE&I!G. 11. Head wave contribution to the lateral particle velocity at 30 mm

th f th i ¢ tarti from but i from the source and 60°. Experimentakterisk$ and theoreticalcontinu-
€ presence o e coupling term starting frém but In ous results obtained with the exa@) and simplified(b) Green’s function

Fig. 11(a) there is an oscillation between timég, and tg are compared. At this point, time separation between the head anfl the
(signaled by arrows in the figu}ehat shows an increase of waves is approximately 5 ms. The arrival time for each wave is indicated
amplitude afterthw and then a decrease until the arrival of with arrows in(a). A zoom plot was_added in each panel _better show the

. . . zone previous to the shear wave arrival. Between these points the head wave
the shear wave, in agreement with t.he ?).(pe“memal dat%atures an oscillation in agreement with the experimental data, while it is
Results that were obtained using the simplified Green’s funcnot present in the continuous plot ).
tion do not have these oscillations, but the coupling term

continues acting until the shear wave arrives. This figure
shows that the head wave effect in the lateral particle velocto the half-space problem was introduced to suitably take

ity is small but detectable with our acquisition system. into account surface-related phenomena. Its analysis has
yielded that surface terms are, in general, low-frequency
V. CONCLUSIONS range terms. This fact was reaffirmed by experimental results

showing the presence of low-frequency terms for all angular

In this article a detailed study of the low-frequency dis- positions and a decay in the central frequency as angle in-
placement field in soft media for the longitudinal and lateralcreases.
component was made. Particularly, the experimental head The experimental observation of the longitudinal com-
wave contribution to the field is in good agreement with theponent of the head wave is an important contribution to the
theory of wave propagation in elastic media. Even thougtdevelopment of elastography because the head wave be-
the head wave amplitude is small compared with the sheatomes more relevant if extended sources are empltyed.
wave, the ultrasound-based experimental setup utilized wa&nother topic undertaken in this work was the lateral wave-
able to detect it and get a good record for the longitudinafield analysis, since it is not sufficiently studied in the litera-
and lateral component. The exact Green’s function solutiortiure. The radiation pattern obtained for this component is a

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 N. Benech and C. A. Negreira: Head wave analysis in soft media 3429



contribution, especially when using linear sources to focus m =2q%+4?, y= Cp/Cs,
shear waves in the symmetry plane between tHethwe
hereby propose future research on the influence of the head r > 12 .

. o . . . =— -1 +si
wave in elastography, specifically in the estimation of the thw cp[(y )7rcod0)+sin(0)],
velocity of the shear wave if we try to measure it outside the B _
source’s symmetry axis, and the spreading of this work to ts=rics, tp=ricy

more realistic situations that could be found in some tissuef these expressions tlievalue should be substituted by the

such as anisotropic and viscoelastic media. one that corresponds in each case
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APPENDIX: EXACT GREEN'S FUNCTION
. , .. The directivity patterns for the longitudinal and lateral com-
The exact solution to the Lamb’s problem shown in Fig.

. i . onents correspond to the evaluation of E@&) and (A3)
1 can be optalned by_ app'y'”g th? Cagniard—de Hooigsteﬁ andt—t_ , respectively. The results are as follows:
method. The final result is directly the impulse response, an P

is expressed as follows: b 1 Npzx6)__,
Gl (t— =— , A8

G,=G +GS+G",  a=xz (A1) ()= Do) T (A8)

where GP(t—t? = L Nexl®) ooy (A9)
H(t—t,) dg O
P _ p P, 9%
Ga(X,Z,t)— T R%KQ(QP) dt }1 (A2) Tp=(t2—t;)1/2,
_ _ 2_ 5 i
Gz(x,z,t):H(t tS)R%Ki(qs)%, (A3) Npy(8)=cog(6)[ y?—2 sirf(6)],
s Npx(6) =sin( 6)cos 6)[ 22 sir?(6)],
61¥(x,2,t) = o L DO 16y Dp(6)=[ 2~ 2 SirF(6) |2+ 4 Sir(6)
y%
dq X cog 0)[ y*—sin’(6)]*,
S hw
XR%Ka(th) dt (A4) GS L 1 st(a) -1
At=te)=—— 5 Ts (A10)

whereH(t) is the Heaviside step function and Y7 Ds(0)

r=(x2+22)2 Gf(t—’t;)zml\és?(;) 1 (A1)

. S
m,m, iqm,

s KR Te=(P-t)",

s 2myo? s 2igmym - —8 sirf(9)cog(9)[sir(0)—y 2] 6>6,

= R ' X R Nsz= — 2 sirf(#)cog O)[ y 2—sirf(0)]Y? <6,

R=mj—4g’m,m; (Rayleigh function, - — 8 sirt(#)cos(O)[sit(8)—y 2] 6>6,

mp=(a?+1)*2  m=(q?++)'?, P [ =2sin0)cog(O)[y *-sit(0)]V2 6<6c

- [1—2 sirf(6)]*+ 16 sirf(#)cog(0) X[SiIrP(6)—y 2] 6> 6,,
ST [1—-2 sirf(6) ]+ 4 sirf(6)coq 6) X[y 2—sirk(8)]¥2 < 6,.
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Fluctuations in diffuse field—field correlations and the
emergence of the Green’s function in open systems
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Recent intense interest in diffuse field correlation functions, with applications to passive imaging in
underwater acoustics and seismology, has raised questions about the degree with which a retrieved
waveform can be expected to conform to the Green'’s function, and in particular the degree with
which a ray arrival may be discerned. On considering a simple scalar wave model consisting of
fields with distributed random sources, the difffuse field-field correlation fun®iedefined as a

sum of correlation integrals, one for each of the many distinct distributed sources. It is then shown
that this ensemble of fields has a correlation function with expectdfynequal to the Green’s
function. This model also lends itself to calculations of the variandg, @nd thus to estimates of

the degree to which aR calculated using finite amounts of data will conform to the Green’s
function. The model predicts that such conformation is strongest at low frequencies. Ray arrivals are
detectable if sufficient data have been collected, but the amount of data needed scales in three
dimensions with the square of the source—receiver separation, and the square of the frequency.
Applications to seismology are discussed. 2005 Acoustical Society of America.
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I. INTRODUCTION relation functions of Refs. 1-17 equivalent to the better-
known process of correlating a noisy source function with a
The recent proofs and demonstrations that diffuse fieldsioisy responsée.g., Ref. 20to construct impulse responses.
have field—field correlation functions essentially equal to the  The proof by Weaver and LobKisvas based on a modal
Green’s functio® have been widely noteti* The poten-  expansion for the diffuse field. They showed that conver-
tial for passive imaging is intriguing, especially in seismol-gence is faster if time integrations can be carried out over
ogy where well-controlled sources are awkward, anthil+  ranges comparable to the Heisenberg ttmat which modes
toriously noisy ocean acoustics. The idea is not entirelycan be resolved and/or if sources are distributed over all
new. Helioseismology correlates acoustic fluctuations in space. This was perhaps of small concern in the correspond-
the sun to determine the speeds of such waves. Claerbout afify laboratory demonstrations conducted in finite bodies.
Cole, and Claerbout and Rick€thave speculated that cor- But, in open systems whetg is infinite the potential restric-
relations of ambient seismic waves would reveal geologigjons are problematic. Recently, the proof was extended to
structures. Cole’s attempts to verify and apply this were Unopen homogeneoHslz and open heterogeneous Systéﬂns_
successful. Fehleet al,'* Wapenaat? and Campillo and Both in laboratory demonstratiofs;'®and in attempts
co-worker§” have explored applications in seismology moretq apply the method to seismic waves, correlation functions
recently, with promising results. Figure 1 illustrates the techayve in practice imperfectly matched the Green function.
nique. A diffuse field is detected by two receivers at poants | opkis and Weavet,using diffuse ultrasonic waves in a fi-
andb. An occasional ray passes through both detectors, thugite reverberant system, found correlation functions which
generating weak correlations between their signals. In parshowed one or two ray arrivals with distorted waveforms, on
ticular, we expect the correlation function to show a ray “ar-5 packground of random fluctuations. They observed surface
rival” at times * |a—bl/c corresponding to propagation time \yayes and reflections from nearby interfaces in finite bodies,
over the distancga—b| at speedc. A related technique pyt only after extensive averaging, in time and over a small
called _“m|7(:rotremor survey” is used to measure SOil hymper of distinct sources. Even then, they observed conver-
properties: gence to be poor at higher frequencies. Using thermal
Nortonet al*® have speculated in similar ways; they de- phonons;®# and analyzing much more data than in Ref. 2,
scribe a method for analysis of ambient seismic noise tQhey resolved more arrivals. Rowt al* showed direct ar-
resolve deeP structures, a met-hod_ that they term “time expoyyals and some bottom and surface reflections in the corre-
sure acoustics.” Close examination, however, shows thaions of ocean shipping noise. Deroeleal? studied ultra-
their technique is not equivalent to that of Refs. 1-17. Simisopic correlations in a multiply scattering water tank. They
larly, the technique termed “acoustic dayllgﬁ?"pears SOMe  employed a carefully chosen set of diffuse field sources and
similarities, but is not equivalent. Nor are the field—field cor- jpiained an excellent agreement between directly obtained
waveforms and correlations, with a quality comparable to
dElectronic mail: r-weaver@uiuc.edu that seen using thermal fluctuatioh$? In seismology,
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¥ia) - Zlahle < the square of the mean if averaging is sufficient. The precise
meaning of “sufficient” is described mathematically. Impli-

=y . v cations for the seismic case are discussed.
-
L -
1 /'\:=| L Wih) T Il. MODEL
B ~r
f ¢ Consider the modal sum quantity
FIG. 1. Detectors at positiorssandb are immersed in a diffuse wave field. Cap(t)= ; u"(a)u"(b)cog wpt), 1)

An occasional ray, for example the one in bold, passes through both detec-
tors, thus generating weak correlations between the noisy sigfal$) and defined in the sense of distributions for &llHere un(a)

y(b,t), reported by_ the receivers. The correlation functdg,(7) §hows —u" is the nth mode, evaluated at positi(m The natural
peaks at the ray arrival times= = |a—b|/c. If background fluctuations are a

too strong, as they will be if averaging has been insufficient, they will requency of the mode i&,. C is a time-symmetrized ver-
obscure the ray arrivals. sion of the velocity Green’s functiéh

- _ n n
Campillo and Padl observed low-frequency Rayleigh and Gab(t)_G(t)zn: u"(a)u”(b)cod wnt), 2

Love waves in the correlations of seismic codas on a regional ) ,
scale, and Shapiro and Campillo obsefvecery low- S follows from the identity
frequency surfacg waves in correlatior_ls of diffuse seismic Cab(t)EGab(t)+Gab(_t)- (3)
noise on a continental scale. They did not observe other )
wave types, or higher frequencies. Shagital?? and Sabra In th_e spe_mal case o_f an unbounded scalar homogeneous
et al?® applied these ideas to correlations of low-frequency™edium,G is the solution to
seismic noise and generated unprecedentedly high-resolution [ —¢c2v2+ (92/,9t2](3xy(t): 8(t)8(x—y), (4)
seismic wave velocity maps. They too observed mostly sur- . . . .
face waves. These papers have thus implicitly shown oquhICh in three dimensions has the solution
need for theoretical understanding of the quality aaie of S(t—|x—yl/c)
convergence. How much averaging is necessary? How large  Gyy(t)= ———————. 5)
will the residual fluctuations be? What parts of the Green 4m|x—ylc
function may we expect to retrieve without ambiguity? Itis ~ We further define a time-varying signdr(t) as the
towards these questions that this work is addressed. response at positioa to a spatially distributed sourcg(t),
Here, we confine attention to open systems, where mostfter filtering by a receiver function(t)
applications appear to reside. In such systems arguments that
depend on time integrations over the scale of the Heisenberg y(t)= f dxf dep dasZ(P)r (@) Gay(t— d— )
time cannot be admitted. It remains acceptable to use dis-
crete modal expansions though, as sums remain discrete as )
long as the system is finite, although it can be as large as =J de depdasi(d)r(a)Gay(t—d—a). (6)
desired.
In finite systems, ergodically filled by diffuse waves, it A finite set of distinct random sourcesg(t) (0=1,2,...N)
is convenient to take a diffuse field in the form of a modalWith Gaussian statistics
expansion with uncorrelated modal amplitudes with equal, ) s e , ,
m(fan squares. Thus, the diffuse field fillz the entire volﬁm $0)=0;  (sK(1)s,, (")) = (x—Xx")s(t)S(t") Oy (7
uniformly. In open systems this definition is not satisfactory;, ... o' ...« o" s 0" im
it is Clea}; for epxamgle that neither the ocean or the earthyiésx(t)SX’ (t)sy (t )Sy’ (t")
fully diffuse in that sense. Instead, we imagine our region of s 0 ) " om0 o
intgrest to have a diffuse field that is local. ,9-\3 in Ref. 291, this =(sc(Ds, (1))(sy (t )y (¢ )
is done by taking the region to be insonified by an uncorre- a0 o o rained” fm
lated superposition of incident wavéise., an incident field F(S(Osy (1)) (s, (1), (7))
that conforms to the room acoustics notion of a diffuse field T O s o e
It is recognized, as in Ref. 21, that such a field is conve- KOsy, (7)) (s, (T)sy (1), ®
niently represented as generated by a process spread overwlll be applied to the system. A typical samggt) from the
space with delta-correlated spatial statistics and nonstochasnsemble may be pictured as a white-noise process in space,
tic spectrum. with nonstochastic time dependens@). Such a source is
Such an analytical model is introduced in Sec. Il, afterunrealistic in practice. It is used here because it is a conve-
which the field—field correlation functions are shown, in Sec.nient means by which the region around poiatandb may
lll, to have their familiar mean expectation, equal to thebe insonified by a classically Gaussian diffuse fféld.
Green'’s function of the medium. The mean-square correla- The correlationR is defined as an average ovér
tion function is derived in the following section, and the samples from the ensemble, of the field—field correlation
corresponding variance is compared with the square of th&unction as evaluated by integrating overlang) window
mean. It is found that the variance is small compared with\/(t)
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1 may be proved by reciprocity arguments as in Refs. 16, 21.
Ran(7)= 5 2 J dtWO WO WE(t+7). ©  Thus

It is this quantity that is expected to converge to the Green’s  (Ruu(7))

function. In practice the fieldsV suffer from absorption,

and/or are weak when sources are distant. A naive use of raw = f dtW(t)dpdydadB r(a)r(B8)s(¢)s(¥)
signals¥ in the above therefore risks a nonuniform weight-

ing of the available useful information. Lobkis and Wedver

compensated for absorption by augmenting late time signals x%[CaD(ZH T—d——a—p)

with a frequency-dependent gain. Laroseal® employed

the much simpler process of replacing with its one-bit +Ca(t+p—¢p+a—B)]. (14
version, thereby balancing the contributions from different

amplitudes. Campillo and co-work&rscarried out similar The «, B, ¢, and ¢ integrations filter thes€s. On de-

processing on their seismic signals to maximize useful infornoting such quadruply filtere@s asC~ andC*, the above
mation. The present analysis considers no such nonlinedrecomes
processing, the assumed source statistics rendering it unnec-
essary. It is presumed that, for comparisons with practice, the 1 _ .
effective duration of the experimentalist's winddWmay be (Ran(7)) = 2 f dtWD[Cap(2t+ 1)+ Cop()]. (19
estimated.
The superscript denotes two filterings by, and two byr.
The superscript: denotes filtering bys and byr, and an
additional filtering by the time-reversed and the time-
It is convenient to take the window to be rectangular "€Versed. _ _ _ _
On integration with respect tg the first term is essen-
W=1 if t,—T/2<t<t,+T/2; W=0 otherwise, tially zero. (We assume the sources and receivers have no
(10) amplitude at zero frequengyThe second term then gives
whereT= [ W(t)dt is the amount of time over which signal
W is collected. The center timig is understood to be large T .
enough thaW/(t=0) is zeroit,>T/2. T andt, are also taken (Ran(7)) =5 Can(7), (16)
to be much greater than the correlation timesf interest.
Under these conditions, we may repla(éet) with C(t) in  thus once again establishing the now-familiar identification

Ill. THE MEAN CORRELATION FUNCTION (R)

(6). Then of the expectation of field—field correlatior®,, with the
1 (time derivative of the time-symmetrize®@reen’s function
Rap(7)= = f dt WP I(t)W(t+7) Cap-
° N 2 2 i In order to be able to compa¥kdr) with the expected
1 level of R's fluctuations, it is necessary to estimate its ampli-
:NE fW(t)dtdx dy dpdydads tude. We note that
. . R)=TC,/2=(T/2)C,,®f, 1
XSY($)SJ(W)T (@)1 (B)Conlt— b a) (R)=T Ca/2=(T12)Ca an
X Cpy(t+7—¢— ). (12) wheref is the product of the filters an@ represents a con-
volution.

For simplicity, it has been assumed that the receiveasaaid
b have identical transfer functiorgt).

The expectation oR is obtained by substituting f@iss)
from (7)

T(w)=[F(0)]23(w)|2 (18

For the purposes of illustratiof(t) is taken to be a Gaussian
tone burst with central frequenay and duratiomA> 1/w

(Ras(7)= | dewtt)dx d dy drdB s()s(p)r ()

f(t)=exp —t%/2A%)coq wt). (19
X1(B)Cax(t—d— a)Cp(t+ 17— ¢y—B).
(12) Thus
The integral overx may be evaluated by use of a Ward _ 27A
identity?® f(w)= F; [exp[— (w—w)2A?/2}
1
f dX Cax(1)Cpx(t") = 5[ Cap(t+1") + Cap(t—t")]. +exp{— (0+w)?A%2}]. (20)
(13

For the special case of the first ray arrival betwaemd
The identity is proved by substituting f& in terms of the b in a locally homogeneous mediur@, is given by Eq.(5).
modes, and invoking their orthonormality. Alternatively, it Thus,(R) is

3434 J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 R. L. Weaver and O. |. Lobkis: Diffuse field correlation fluctuations



(R)=TCZ/2 Wherer=|a: b|. This is a Gaussian tone burst with peak
amplitudeTw/87rc2.

=(T/2)Co,® f~(T/8mrc?)
IV. MEAN-SQUARE ESTIMATE (R?)

—(t— 219A 2\ sinf T (t — _
Xexp(—(t—r/c)2A%)w sifw(t—r/c)} + (t— —1), We now investigate the fluctuations Bf The square of
(21)  the correlation estimateEg. (9)] is

RZ(T)=N"2> > fW(t)W(t’)dtdt'wg(t)wg(wT)qu’(t')xpg’(t'+T)

=N—2; > fW(t)W(t’)dtdt’d¢>d¢’d¢d¢'dada’dﬁdﬁ’dxd>(dy dy'r(a)r(B)r(a)r(p")

X S7($)ST (1) (¢')8), (1) Cax(t— = ) Cpy(t+ 7= th= B)Car (t' = ' = ') Cppy (' + 7= ' = B').  (22)
The expectation of this is obtained by substituting fess$ from Eq. (8)

(R2y(7))=(Rap(7))2+var(7), (23)

where var is the variance and is given by, after further invocations of the idéh8ty

1
Val,y(7) = Nj Wwdtdtdg dyde’dy’dada’dBdB r(a)r(B)r(a’)r(B')s(¢)s(4)s(p’)s(4')

[Caat+t' —dp—d'—a—a')+Cpyy(t—t'—dp+¢d'—a+ta’)]
X[Cpp(t+t' +27—¢p— ' = B—B' )+ Cpp(t—t'— ¢+ ' — B+ B')]

H[Cop(t+t'+7—p— ' —a—B')+ Cop(t—t' — b+ ' —r—a+8)] [’ (24
X[Capt+t' +7—tp— ' —a' —B)+Cop(t—t'+ 71—+ ¢’ — B+ a’)
or
1 , [[Caa(t+1t") + Cay(t—=t)[Cpp(t+1' +27) + Chp(t—t')]
Varab(T)_me(t)W(t )dtdt[ +H[Cap(t+t' + 1)+ Cot—t' = DI[Cop(t+t' + 1)+ Cap(t—t' + 1] @9
The integrations over andt’ are best performed by changing variables
E=t+t'-2t,; np=t-t’, (26)
such that
1 (7 T-1¢ 1 (T T-17]
f ...W(t)W(t’)dtdt’=—f f ...dndgz—f f ...dédy (27
2)e=-1 Jp=1g-7 2 y=-1 Je=lg-7
whereupon
Valy(7) = o jT JT‘f g dg[[C;a<é+2to>+c§a<n)][Cgb<§+2to+2r>+csb<n)] o8
ab 8N Je=—1 Jp=|g-T g +[Cap(é+2t,+ 1)+ Coy(n— 1) [Coap(é+2t,+ 1)+ Coy(n+ 1))

The cross terms integrate to zero. Typical among these terms is

f dédnCoy(é+2t,)Chy( 7).

The ¢ integration vanishes, by virtue of the lack of low-frequency componentsaimds. The » integration may not vanish
(see belowbut is in any case small, and multiplied by the vanishingtegration. We therefore neglect the cross terms and
summarize the others
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Caa(E+2t,)Cpy(€+2to+27)+Con( 1) Cop( 7)
+Cop( €4 2to+ 7)Cop( €4 2o+ 7) + Cap( 71— 1) Cap( 7+ 7)

vai(= g | | atan

=fT (T_|§|)d§C:a(§+ZIO)CEb(§+2to+27')/4N+fT (T—[&])dEC,(§+2to+ T)Cop( £+ 2o+ 7)/AN

T T
+ [ = 1nhan CatmCimian+ [ (T=la)dn Cin-nCin+ N

=1+1+I111+1V. (29
The first terml integrates to approximately zero, by virtue of the lack of correlations bet@ggmand Cy,
1=0.

The second term i$2/4N times an average of the square@f,,. This average is performed over the time interval from
2t,—T to 2t,+ T, with a triangular weighting that emphasizes the times néar 2

T :[T2/4N]§times centered neartg. (30)

The third termlll might appear to vanish, by means of the argument that was applied to the firdt #ut) there is a
coherent contribution in the vicinity of=0. Indeed,C,,,(7) (before filtering has a delta-function-like behavid») near
7n=0. We note

c;p<n>=; (UD)[S(wy)|2F (wn)|? cog @y 7). (31)
So

T . . 1 5 5 5 5
f_T d7 (T—[7])Caa( 7)Cop( 7)/AN= mE (U 2(ug) ?[S( ) [2[S( @) 2T (@) [P[F (@) [?

n,m

.
X f_T dn(T—|»n|)cod wmn)cos w,7) (32

1 ~ ~ ~ ~
= 2 2 (U AUE)S(0n) 28 0m) PIF (@n) F(wm)]|?

T 1
%[ dnT= ) 5 (€08 (0t 0n) )+ 08 (00 21} @
|
The first term vanishes on performing the integratibn. 1 (T . .
The second gives =23 . d7(T—|7)Caal M) Cop(7)

l n m\ 2|4 & I
=20 2, (Up) (U5 8l wn) (@) 2T (wn) :4NV2J D%(o)[3(we)[*[F(we)|*dw,

~ 1-cogT(w,—
XT(wm)|? ST (e Zwm)}. (34) < [ do 1-cogTwg}
(0n— o) d wg
The modal sums are replaced with integrals T
1 - | DreoRenl Fwaldo.. (39
= "'Unzumzi—J'j--'Dwa' dodo’,
n,Em (Up)"(Up) V2 (@)B(e’) The fourth term of(29) is
(35 ;

whereV is system volume an® is modal density. The in- V= fﬁT(T_|7l|)dnC;b(77— Co(n+1)I4N.  (37)

tegration is dominated by points, o’ that are close, within

1/T, and so the smoothly varying filters and s and the At 7=0, this isT?/4N times a time-average@?,, averaged
modal densityD may be replaced with their values at the over a time period  T,+T) centered on zero with a trian-
mean frequencw.=(w+ w')/2. Thus gular weighting. At7#0, it is the same, multiplied by the
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factor d(7)=As®sRere@rR, with A such thatd(0)=1

and ‘TR’ indicating time-reversal.
In sum, var is

2

Nt

Varab( ) C (~=2 times centered at t3

+ d( T)Cain times centered at j)

4NV2f 2(w°)|s(wc)|4|r(a’c)|4dwc

(39

The first term may be estimated by integrating it overaall
and dividing by a characteristic volume, the voluMg, ,
which the field fills by time 2,

Cot V2t fdaz > u(a)u"(b)u™

X (a)u™(b) co wnt)cog wpmt)

PPN 2
V2t > coS(wnt)u"(b)

1 ~ ~
“avy | Qo plo R Tl

wherep=D/V, the modal density per volume. dfandb are

close, and if the field diffuses in that region with diffusivity

D, this volume is of order (®t,)%?.
Similarly, the second term may be estimated by

— . 1 ~ ~
C,2 times centered at %—ZVO f dw p(0)[S()|*T(w)|?,
(39

whereV, is the volume filled byC,, at times of the order of
T/2.

T2 - - 1 d
Vaf~8—Nifdwp(w)|5(w)|4|f(w)|4(wto+ \(/:))

~ ~ 2
+ p(wc)2|s<wc>|“|r(wc>|4dwc(T”)]. (40)

Recalling that(R) itself scales withT, we see that in-

V. RESOLUTION OF A RAY ARRIVAL

If a ray arrival is to be detected in a constructi@rike
(12), it must have amplitude greater than typical fluctuations
Jvar. To make such comparisofé) is taken, as before, to
be a Gaussian tone bur@t9). The dominant term of var is
therefore

T2 247 © _
var- gy 0@ || o).
where
T(w)=[3(0)|AF(w)|?

J_A

[exp{— (0 —w)2A%/2}

+exp{—(w+m2A2/2}]. (41)

So

7T

a2
var 8NA

5’2TA

(5)2[ | et (o-w2a21do

p(w)?

_775/2TA o 4o
TOBN 647 42
This may be compared to the square of the peak ampli-
tude of the first ray arrivalTw/87rc?)?, as derived follow-
ing Eq.(21). The ratio is

1 NT c?

2Jm A 122
This ratio must be greater than unity if the arrival is to be
detected. It is seen, therefore, that a ray arrival may be
(barely detected if the lengtiNT of the data record from
which the correlation is constructed times the half-power
bandwidth HPBW=2.2/A of the frequency band used is suf-
ficiently greater than the square of the nondimensional
source/receiver separatiaih =|a—b|/\. It is apparent that
high frequencies, and low-amplitude ray arrivals, are the
more difficult to resolve.

This calculation has been illustrated for the case of sca-

(43

creasedr decreases the contribution of the last term relativdar waves in unbounded three-dimensional media. Its predic-
to (R)?, and does so explicitly. The contributions of the othertions should be relevant to correlations in underwater
terms to the relative variance fall with also, because the ultrasonic&® and in ocean acousti¢$!* With a view to-

effective volumes increase witiiandt,. That the variance
drops like 1T was predicted by Sneid&.

The third term dominates. The ratio of the third term toto the surface wave arrivals seen

the others is of the order of the ratig/T of the Heisenberg
time ty=2mV,,,p Of the volumeV,,, filled by the field, to
the observation timé&. This ratio is larggotherwise there is
Anderson localization Inasmuch as the third term with

wards applications in seismology, it will need to be adapted
to the case of elastic waves in a half-space, and in particular
in seismic noise
correlations"?223Without rederiving(43) for this case, we
may roughly infer the form it would take for such waves.
The variance will preserve its(w)?~ w* dependence. But,
Rayleigh waves spread in two dimensions, diminishing as-

~ w? is strongly dependent on the frequency passed by thgmptotically in amplitude agc/wr ]¥2. Thus, we expedi43)
filters s andr, it appears that high frequencies are the mosto scale differently with frequency and distance, the ratio
problematic; their variances are large, so convergence isow being B(NT/A)(c/rw) with an as yet undetermined

slower at high frequencies. This

observationg:’
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is consistent withnumerical factorB. This prediction can be applied to the

seismic data of Campillo and co-workér§.Shapiro and
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Ultrasonic particle concentration in a line-driven
cylindrical tube
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Acoustic particle manipulation has many potential uses in flow cytometry and microfluidic array
applications. Currently, most ultrasonic particle positioning devices utilize a quasi-one-dimensional
geometry to set up the positioning field. A transducer fit with a quarter-wave matching layer, locally
drives a cavity of width one-half wavelength. Particles within the cavity experience a time-averaged
drift force that transports them to a nodal position. Present research investigates an acoustic
particle-positioning device where the acoustic excitation is generated by the entire structure, as
opposed to a localized transducer. The lowest-order structural modes of a long cylindrical glass tube
driven by a piezoceramic with a line contact are tuned, via material properties and aspect ratio, to
match resonant modes of the fluid-filled cavity. The cylindrical geometry eliminates the need for
accurate alignment of a transducer/reflector system, in contrast to the case of planar or confocal
fields. Experiments show that the lower energy density in the cavity, brought about through
excitation of the whole cylindrical tube, results in reduced cavitation, convection, and thermal
gradients. The effects of excitation and material parameters on concentration quality are
theoretically evaluated, using two-dimensional elastodynamic equations describing the fluid-filled
cylindrical shell with a line excitation. €2005 Acoustical Society of America.

[DOI: 10.1121/1.1904405

PACS numbers: 43.20.Ks, 43.25.Qp, 43.25.Gf, 43.40.Rj, 43.404&kH] Pages: 3440-3447

I. INTRODUCTION particle-positioning device where the acoustic excitation is
generated by the entire structure, as opposed to a localized

. The ability to discriminate and quant|fy d'Stm.Ct popula— transducer. The lowest-order structural modes of a long cy-
tions of cells/cell organelles has become increasingly impor:.

tant with the growing trend to focus biological studies OnIlndrlcal glass tube driven by a piezoceramic with a line con-

various cell tvped Flow based cviometrv and cell sortin tact are tuned, via material properties and aspect ratio, to
YPEs. Y y g .efficiently couple energy from the walls of the tube into the

are unigue techniques that permit the identification, analysis_ ° L o

e ) : ... cavity. The cylindrical geometry eliminates the need for ac-

and purification of cells based on their expression of specific . .

. : curate alignment of a transducer/reflector system. Experi-

markers. A flow cytometer uses hydrodynamic focusing to o :

. S . ments show that a lower energy density in the cavity, brought
tightly focus a sample stream, which is probed by highly o . ;

i . about through excitation of the whole cylinder, results in
focused laser beams. The high analysis rates, lack of separa- S . .
reduced cavitation, convection, and thermal gradients.

tion steps, and varied applications ranging from meQICIne tp In Sec. Il A1, a two-dimensional vibration model of the
homeland defense have made flow cytometers a fixture in

nearly every research and diagnostic laboratdrpwever, cylindrical glass tube with line excitation, based on elastody-

. : namic equations, is described. Section 11 A2 presents a the-
the size, expense and requirement for large amounts of con-

- oretical evaluation of the effect of excitation and material
sumables have limited flow cytometry to formal laboratory arameters on concentration quality and acoustic force expe-
settings. P . . d y EXp

. . . . . rienced by particles in the cavity. In Sec. 11 B, a comparison
. A.CO.US“C focusing has the capab|llty_to Iocall.ze partlclesof theoretical predictions and experimental results is per-
n a S|m|l§1r arrangement to hydrodynamic ch_u;mg. The YUSSormed. Dipole vibration of the external surface of the glass
of acoustic standing waves to concentrate initially homoge;[ube is shown to correspond to excitation frequencies of suc-
neously suspended particles at acoustic pressure nodal or Al <ful particle concentration
tinodal planes in a fluid was first described by Kundt and P '
Lehmanr® The effect was initially used only in the visual-
ization of ultrasonic waves. However, the acoustic force can
be used to positiof;*! concentraté?~® or fractionaté’~® || METHODS
particles noninvasively. Existing ultrasonic particle manipu-
lation devices primarily utilize one of three geometries:
confocal* planar®=21%-26 or slowly moving wave Consider a two-layered cylindrical system as shown in
envelop€.??Inherent to the focused and planar geometries iFig. 1. This system can be modeled using the direct global
a requirement for accurate transducer alignment. Another apnatrix approach described by Ricks and Schiflidpplied to
proach utilizes surface waves to concentrate partfcles. a two-layered system. The layers are numberedl. andn

The present research investigates an alternative acoustie2 for the cavity and tube, respectively. The variabifgs

A. Theory
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The field can be expressed in terms of scalar displacement
potentials®, ¥, andX that satisfy the Helmholtz equations

(V?+h,)®,=0,
(V2+k,)¥,=0, (5)
(V2+k,)X,=0.

The problem can be further reduced to radial and azith-
mul coordinates and the homogeneous field equation can be

rewritten
do, v -
Urn= + — ,
modr or "
FIG. 1. Diagram of layer numbering used for modeling of cylindrical sys- iv d\yn
tem with two layers. The fluid filled cavity is at the center contained within Upn=— @n— _,
radius R1, the glass tube located between radii R1 and R2, and the pressure r dr
release boundary at R2. (6)
) 2p, v iv dv,
. . . Orn=—ANhy @+ 20, — nt———1,
andR, are the internal and external tube radii respectively. 2 2 rodr

The layer numbers are indicated in the diagram.
All layers are assumed to be isotropic and homogeneous

2iv( D, d(bn) v2 1dv,

viscoelastic with Lame constants, and u,, and densityp,, . Teon= Mol 7\ T T gy 2 00T Y Tdr
The subscript refers to the layer number. If the layer is a
solid then the displacement fielg, is governed by the 3D d2w
equations of elastodynamics — " 2”)
. r
ANyt 2- 1) VV U= VXV XU+ = ppUy, (1)

where the variabld , refers to the applied force per unit Similarly the particular solutions can be expressed as

volume in layern. The compressional and transverse wave 1
speeds in layer n are related to the Lame coefficients as de- ul=V®,+Vx(a,¥)+ EVXVX(aZX,),
scribed

Cin=V(An+2un)/pn, (Re—e)<r<R., @
— 2
Coh= Vitn/ P uE=VCI>E+V><(aZ\I'E)+%VXVX(aZXE),
The corresponding wave numbérs andk, , compressional
and transverse wave numbers respectively, are expressed in R,<r<(R,+¢).
terms of the angular frequenay and the sound speeds, as
shown The subscript€ and| refer to the interior and exterior

regions,a, is the unit vector in the direction, ande refers to
an infinitesimal interval. To contain how the potentials fit
K,= w/Cqp. ©) together atr =R,, we assume continuity of stress and dis-

. . o . ) . placement. Then we integrate each of the vector components
Following Ricks and Schmidt, in fluids, any terms involving . o vanishingly small interval of

Csn andk,, are ignored angk,,=0.

A time dependent ring force o '“! can be assumed
without loss of generality, since the time dependence of othey. numerical solutions
forcing functions, including a point or line excitation, can be . )
synthesized from time-harmonic forces by using a Fourier Allthoughzany pair of the Bessel and Hankel functidns
integral over frequency. Similarly angular dependence of'’ H, or H _)WOUId satisfy the differential equations, de-
&% is assumed, whereis the order. The displacement field SI'® for numerical sta_b|I|ty dlctatf—:-s that we represent the ho-
can be expressed as the linear superposition of homogeneofi99eneous and particular solutions as
and particular solutions. The homogeneous solutions are

hn: (J.)/Cm s

- - “ [ iR,F, [dHM (h,r) _
source-free waves. The particular solutions are expressed as q,P— E r v J3,(h,r) | @o=et
ring forces that would emanate from layerif the layer =0 \ 4p,w? dr (=R, ’
extended over all space. The homogeneous field is governed
by = [ vR,F

P_ ehALTEY i(v6—wt)
(At 2- ) VV U= 1 VXV XU+ pro?ul=0.  (4) v ZO (4p2wsz (szz)Jv("zr))e ’
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o HO(h,r) wave number of the fluid layeh; and divide all stress equa-
o= | Ay, (1)” +BpnyJdy(hent) tions by\,h3. The choice of the reference layer is not criti-
v=0 H, " (hinRp-1) cal, but the fluid layer is chosen since the Lame’ coefficient
for a fluid only contains compressional sound speed, and
> H(Ul)(hmRn)) gl (vi—ot) therefore simplifies the equation.
The boundary conditions, which generate the global ma-
. HO( 1) trix, are
H v mr H _ . H
‘I’n—go nvm+Dnv‘]u(krnr) Ur1(Rp) =Ur2(Ry),

o7 (R)=075(Ry),

X Hl(;l)(kran—l) ei(vaiwt)- (8) U:‘*HZ(Rl):O’ (10)

H P
R,)= R,),
This formulation of the solutions, defined by Ricks and orr2(Re)= e (Re)

Schmidt® in their paper, affords numerical stability over a ¢t (Ry)=0F,(R,),
wide range of frequencies and circumferential orders. This is

achieved in three requirements on the global matrix defini- _Th_e part_|cular solutions given assume a deI'Fa function
tion excitation point source. To account for the finite width of the

The first is a requirement that evanescence across Iaygfgemem used in the experiments, a Gaussian weighting func-

should decouple the global system into separate subsyste on washappl|gd to éhe fo:;m/nzg fL:jnct|on. For sesthetlc p#r'
so solution values caused by sources on one side of the Iaygps_es,_t € region a Owt=3m/2 radians was chosen as the
should have vanishing influence on sources on the opposit‘?‘excItatlon point.
side of the evanescent layer.
The second requirement on the global matrix is the
choice of the pair of cylindrical Bessel and Hankel functions2: Acoustic force on particles
used in the expression of the solutions for the purpose of  particles suspended in the fluid-filled cylindrical cavity
achieving numerical stability. . _and exposed to an acoustic standing wave field experience a
~ The third requirement is for the selection of normaliza-time-averaged drift force that transports them to a nodal or
tion terms that cancel overflow and underflow conditions.antinodal position depending on the relationships between
Normalization terms consisting of Hankel functions of thene gensity and acoustic velocity of the particle and fluid,
first kind evaluated at inner or outer radii of each layer werey|sg called the acoustic contrast rafo32 For the purposes
alternately multiplied and divided by each of the terms.  of thjs research, the relative acoustic properties of the par-
The coefficients,, , By, , Cp,, andDy, will be deter-ticles of interest, namely bacteria, spores and other biological
mined using the boundary conditions for each layer. The Cogelis, to the suspending fluid, such as buffered saline solu-

efficientF, is the force amplitude. Several assumptions Servgjons, yield acoustic contrast ratios that drive the particles to
to simplify the problem and reduce the size of the globale pressure node.

matrix. Since the Hankel function is undefined near0, Forces also are present in the sound field that exert

A1,=0. Since inviscid fluids do not support transverseiorque on particles, inducing spin or alignment. Second order
waves,C,,=0 andD,,=0. These conditions are true for all forces between particléssuch as Konig or Bjerknes force
values ofv. can additionally serve to aggregate the particles into concen-

The global matrix is constructed using the unknown dis-trated clumps. Only the primary acoustic force will be con-
placements and stresses associated with the homogeneaysered here.

waves, written in terms of an amplitude vector and set equal King?® performed the first quantitative analysis of the
to the displacements and stresses due to the particular 50'Hrimary radiation force on a particle in a sound field. He
tions derived from the forcing excitation. Solutions for the ¢onsidered the radiation force only, assuming incompressible
coefficients are determined performing Gaussian eliminatioRpneres, noting that the radiation force on particles with radii
with partial pivoting or equivalently by applying Cramer’s |ess than a wavelength is greater in a standing than a travel-
rule to the global matrix equation, ing wave field. Yosiokaet al3°%233and later Gorko¥ ex-
tended the analysis to include the influence of particle com-
pressibility on the force moving the particles to nodal or

011 912 913 U14 015] B
1

921 922 923 924 Oa5|| A, antinodal positions. For a dilute suspension in an arbitrary
031 U3z Usz Jaa Oss|| B2| =[bnd. cond]. field, Gorkov’s theory for noninteracting particles provides a
C, good description of the equilibrium particle distribution. The
G941 942 Ga3 Jas Q45 : : ) . :
D, acoustic forcd= acting on a small spherical particle of radius
L 951 Us2 Us3 Osa Jss] v © r and densityp,, in a fluid of densityp; is given by
"2 2 _
Both techniques work reliably if the equations are scaled g _vy EWRg p~ P 3pi(pp Pf)?
to make all of the matrix coefficients dimensionless. To do piC ppCh  2Pptpi '

so, we divide the displacement equations by the compression (1)
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& of the glass tube under ultrasonic excitation for verification of model pre-
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FIG. 2. Plot of predicted acoustic potential experienced by polystyrene mi-
crospheres in water. The water is excited by the coupled tube/water dipolaén inner diameter of 2.2 mm. and an outer diameter of 3.97
mode. The vertical axis is labeled in arbitrary units of potential energy. The . ’ ' . )
horizontal axes denote distance from the center of the tube in millimetersm_m- The crystal 'S_30 mm long, 3 mm thick, and 1.5 mm
Thex- andy-axes are at the right and bottom of the figure respectively. Thewide and has a thickness mode resonance of 420 kHz. A
diagram of the tube is shown in Fig. 3. Initially, the reso-
nance of the system is determined to be approximately 417

are the acoustic velocities in KHz by scanning the drive frequency to find the frequency at
which particles concentrate to the central axis of the tube. In

source excitation is located é2,—1.985,0.

where the variables; andc,

the fluid and the particle, respectivefyandv are the pres- _ e L ' _
sure and velocity of the wave at the location of the particle SUbSequent experiments, maximization of a received signal
Combining the expression in Eq11) with the model  ©N another similar piece of piezoceramic placed inline with

predictions allowed for determination of vibrational modesthe driving transducer along the axis of the tube was used for
of the system that would efficiently concentrate particles tdUning. The system was driven using a SRS D5345 function
the central axis. The coupled tube/fluid dipolar mode isg€nerator, which was then passed through a Krohnhite 7500
found to most efficiently concentrate particles on the axisPoWwer amplifier. The received signal was viewed on an os-
Figure 2 presents the potential experienced by the particles f!loscope. _ . .

the cavity. Force is equal to the negative gradient of the A Section of thick-walled quartz tube is compared with
potential.

B. Experiment Camera

A type 4A lead zirconate titanatéPZT) piezoceramic I I
crystal is glued axially to a piece of soda lime glass tube with

A Line Source
0.. ®
" * e :
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FIG. 5. Diagram of bottom-illuminated microscope used to image concen-

FIG. 3. Diagram of tube used in experiments indicating the locations of theration pattern in a tube. A high resolution black and white CCD camera
piezoceramic line source, fluid, particles, and pressure node. The predictdihdicated in figurg¢is used to capture the images via a computer. Particles
and experimentally verified spatial location of concentration for the particlesare imaged with and without fluid flow through the tube. The tube is

at the pressure node is also indicated. mounted to the microscope stage.
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FIG. 6. Micrograph of unconcentrated 10-micron polystyrene particles sus-
pended in water. The particle suspension is in the soft glass tube.

the soft glass tube. The quartz tube has an outer diameter of
7.85 mm and an inner diameter of 2.0 mm. An identicalFiG. 7. Micrograph of acoustically concentrated 10-micron particles in a
piezoceramic is used as a line source on the quartz tube #eft glass tube that is excited at the predicted and experimentally verified
the same configuration as soft glass. tubef/fluid dipolar mode for the soft glass tube at frequency 417 kHz.
Typical drive signal amplitudes into the piezoceramic
are 10-12 \{p and 80 mA for both the soft glass and quartz I1l. RESULTS AND DISCUSSION
tubes. The current is measured as a voltage across a 10-ohm
resistor in series with the piezoceramic. Ten-micron polysty-  The tube is driven at 0.8—0.9 W to concentrate over a 15
rene particles diluted to a concentration of approximatelycm length with a single drive transducer. A typical concen-
0.025% by volume in water are flowed through the tube ustration pattern is shown in Fig. 7. Particles are ten microns in
ing a gravity feed system. Flow rates of 5—-25 mm/s are usedliameter with a standard deviation of 0.7 microns. The sus-
The liquid was only minimally stirred to maintain suspensionpending fluid is distilled water. No degassing is performed of
of the patrticles in a feed reservoir. A peristaltic pump is usedhe liquid in order to most accurately mimic the conditions
to refill the feed reservoir from the sink reservoir. expected in a microfluidic system. The concentration pattern
For the determination of tube surface vibration, the tubetook approximatsl 5 s to form from an initially homoge-
is mounted to a computer controlled angular stepper motoneous suspension similar to that shown in Fig. 6. Larger
stage and probed with a pinducer. A diagram of the anglgarticles visible in the micrograph are agglomerations of par-
scanning apparatus is shown in Fig. 4. A half-hemisphere dficles.
solder is affixed to the end of the pinducer to assure point As can be seen in Fig. 7, the concentrating line is only a
contact with the tube, and thus minimize angular integratiorfew particle diameters across. Particles visible on either side
of the signal. To maintain constant contact with the tube, thef the concentrated line are adhered to the tube wall by elec-
pinducer was mounted on a spring. A computer controlledrostatic charge. Various concentrations of beads ranging
HP Infiniuum 54810A oscilloscope is used for data collec-from 0.02% to 0.2% by weight are investigated. No signifi-
tion. The tube is characterized empty and filled with watercant differences are observed in concentration times, but
Images of the concentration pattern are taken using a bottonfigher concentrations of particles also showed increased ag-
illuminated microscope and 1280024 12-bit digital cam- glomeration. The agglomerations are also concentrated at the
era, diagrammed in Fig. 5. center, but did not disassociate at power levels less than 1 W.
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FIG. 8. Polar plot of surface displacement for empty soft glass tube excitedrIG. 9. Polar plot of surface displacement for a soft glass tube filled with

at 417 kHz. Radial coordinates in arbitrary units of amplitude, angular co-water and excited at 417 kHz. Radial coordinates in arbitrary units of am-

ordinates in degree$A) Predicted;(B) Experimentally measured. plitude, angular coordinates in degreés) Predicted;(B) Experimentally
measured.

The outer surface displacement of the soft glass tube is

calculated at 417 kHz. The material properties of the sofSU99est a greater energy coupling into the structure when
glass are determined by matching index of refraction, den'ater is presentin the cavity. A thick-walled quartz tube was
sity, compressional sound speed, and coefficient of therm&lPtained for comparison with the soft glass tube. The mate-
expansion to soda lime glass. A compressional sound spedtfl Properties of quartz used are as follows: compressional
of 5900 m/s, transverse sound speed of 3300 m/s, and deficund speed of 5700 m/s, transverse sound speed of 2650
sity of 2.43 g/crm are used for the soft glass. The values ofM/S, and density Of, 2.65 g/cnThe same prppertles of air
sound speed and density of air used in the calculations aidhd water as used in the soft glass calculations are assumed
340 m/s and 10° g/cn?, respectively. Water is assumed to for quartz tube. The model predicted a dipole at 462 kHz for
have sound speed of 1487 m/s and density of 1 §/cm the quartz tube, as can be seen in FigA)OSurface vibra-

Predicted surface displacement for empty soft glass tupHON measurement yielded the results shown in FigBL0As

is shown in Fig. ). The corresponding measured surface
displacement is shown in Fig(B). In Fig. 8A), the radial 12
axis demarcations correspond to predicted surface vibration
for unitary excitation amplitude. The radial demarcations in
Fig. 8B) are given in received voltage from the probing
pinducer. The demarcations around the polar axis are given
in degrees in both figures.

Three primary lobes at approximately 120° relative
angles and a directly opposite smaller lobe can be seen in
calculated and measured results as evidenced in Fig. 8. The
greater angular spread in the measured data is due to width
of angular coupling of the source. When the tube is filled
with water, the four lobed external displacement collapsed to
a strong dipole, as can be seen in the calculated results in
Fig. 9AA). The experimental displacement measurement for
the water filled tube also yielded a dipole pattern, as can be
seen in Fig. B).

It should be noted that the predicted vibration amplitude
of the tube when empty versus filled with water is approxi-

S0

) ) 24"':
mately two orders of magnitude larger for the water-filled 270

Ca.lse for equal drive amp“tUde' The me.aSL.”.ed Vlt.)ratlon an.']IEIG. 10. Polar plot of surface displacement for quartz tube filled with water
plltuo!e for the two cases a|.SO 'ShOWS_ significant INCrease 1Qng excited at 462 kHz. Radial coordinates in arbitrary units of amplitude
amplitude when the cavity is filled with water. This would angular coordinates in degre¢s) Predicted(B) experimentally measured.
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concentration. Although power consumption for the set ex-
periments described herein was approximately 1 W, concen-
tration is seen at lower power levels.
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Vortical and acoustical mode coupling inside a porous tube
with uniform wall suction
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This paper considers the oscillatory motion of gases inside a long porous tube of the closed-open
type. In particular, the focus is placed on describing an analytical solution for the internal
acoustico-vortical coupling that arises in the presence of appreciable wall suction. This unsteady
field is driven by longitudinal oscillatory waves that are triggered by small unavoidable fluctuations
in the wall suction speed. Under the assumption of small amplitude oscillations, the time-dependent
governing equations are linearized through a regular perturbation of the dependent variables. Further
application of the Helmholtz vector decomposition theorem enables us to discriminate between
acoustical and vortical equations. After solving the wave equation for the acoustical contribution,
the boundary-driven vortical field is considered. The method of matched-asymptotic expansions is
then used to obtain a closed-form solution for the unsteady momentum equation developing from
flow decomposition. An exact series expansion is also derived and shown to coincide with the
numerical solution for the problem. The numerically verified end results suggest that the asymptotic
scheme is capable of providing a sufficiently accurate solution. This is due to the error associated
with the matched-asymptotic expansion being smaller than the error introduced in the Navier-Stokes
linearization. A basis for comparison is established by examining the evolution of the oscillatory
field in both space and time. The corresponding boundary-layer behavior is also characterized over
a range of oscillation frequencies and wall suction velocities. In general, the current solution is
found to exhibit features that are consistent with the laminar theory of periodic flows. By
comparison to the Sexl profile in nonporous tubes, the critically damped solution obtained here
exhibits a slightly smaller overshoot and depth of penetration. These features may be attributed to
the suction effect that tends to attract the shear layers closer the waR00® Acoustical Society

of America. [DOI: 10.1121/1.1905639

PACS numbers: 43.20.Mv, 43.28.1PyLT ] Pages: 3448—-3458

I. INTRODUCTION modeling of mechanically assisted respiratidremodialysis
in artificial kidneys’ and mass transport in the lunffs: A

In a previous articlé,an asymptotic solution was pre- third concerns boundary-layer separation and coffrt.
sented for the acoustico-vortical field that was triggered bywhile past investigations have primarily concentrated on
small fluctuations in wall injection inside a porous enclosure nonoscillatory behavior, the intent of this article is to account
This effort was supplemented by a higher-order analyticafor possible flow periodicity that can be often introduced
approximation based on a Liouville-Green transformafion. either internally, through a self-sustaining mechanism, or ex-
The current article extends the former studies by consideringzrnally, through an oscillating boundary.
the suction-driven flow analog. In particular, the focus is The inception of unavoidable fluctuations in injection-
presently shifted to the acoustico-vortical field inside a podriven flows has been reported in several experimental
rous tube with appreciable wall suction. Despite the apparerihvestigations:*~**One source of oscillatory behavior can be
resemblance with the injection-driven problem, the presencascribed to random fluctuations in the wall injection rate.
of wall suction leads to a dissimilar physical setting requiringThese are often inevitable and take place at random frequen-
a separate mathematical treatment. The new treatment apies. Clearly, those matching the tube’s natural frequency
plies to the linearized Navier-Stokes equations obtainegjive rise to a self-sustaining acoustical figfd®Theoretical
through flow decomposition. investigations suggest that similar behavior can be expected

Suction-induced flows that are susceptible to acousticah suction-driven flows’~2°In some applications, however,

oscillations are encountered in diverse applications. One pegn externally induced oscillatory field can exist. This is true
tains to membrane filtratidrf and the separation of uranium \when the field is created from laboratory-controlled wave
isotopes by differential gas diffusioh” Another arises in the  generators, or from periodic sources supplied by autonomous
mechanisms. Examples of the latter include the peristaltic
aAcurrent address: Los Alamos National Laboratory, Engineering ScienceB1€Chanisms in control of respiratory and circulatory func-
and Applications Division-Applied Engineering TechnologiESA-AET), tions.

Los Alamos, NM 87545. Wh ;
ether the time dependence comes through self-
YAuthor to whom all correspondence should be addressed: Department of P 9

Mechanical, Aerospace and Biomedical Engineering, University of Ten-!nduced or eXtema”y trlggergd S_0urce_s! the goal Of_ this S_tUdy
nessed€UTSI), Tullahoma, TN 37388. Electronic mail: maji@utsi.edu is to incorporate these oscillations into the suction-driven
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flow. By virtue of the complexity of the resulting model, the u(x)=0 ul)=1
outcome we seek is an approximate solution only. Unlike the 1 e
mean flow counterpaf* the existence of an exact un- \\\\\_ﬁ\:\\
steady solution can be proven impossible in light of recent »

mathematical report§.?° To the author’s knowledge, the
current effort may constitute the first attempt at formulating a ~ °1
time-dependent solution for the suction-driven field inside a
porous tube.

It may be safely stated that Berman’s landmark paper B e
has provided the original motivation for the suction-driven 5 4 & T8

problems. This, Berman accomplished, by showing that theIG LG rical sketch showi low st i 4 bound

. . . A eometrical sketch snowing mean tlow streamlines an oundary
(l;!awer-(??kes t_eqluatlonts_ %%JSE?G fr?duiﬁd t?j a n;nllnear 0Eonditions based on Terrill's large suction-flow solution.

inary differential equatio of fourth order. Berman

was also first in applying asymptotics to obtain a solution in . o ]
the presence of small wall suction. In the process, Berman’$€C- V the rotational momentum equation is examined before
perturbation parameter was quantified by the cross-flow Rey? Solution is attempted. This is followed in Sec. VI by the
nolds number ReV.a/v,. This term was based on the wall presentation of a composite solution based on matched-
suction velocityVy, viscosity vo, and tube radius. Based asymptotic expansions. An exact series expansion is devel-

on Berman’s equation, numerous studies ensued, some Wi_@ped in Sec. VII. Finally, results are (_jisplay_ed and discussed
the purpose of generating closed-form descriptions fofn S€c. VIl Everywhere, the scope is restricted to=rR6.

suction-driven flows over different ranges of Re. By way of

example, one may cite Yugn??® Sellars?” and Terrill22-30 Il THE BASIC FLOW MODEL
who have extended Berman’s small suction case to encom-
pass higher ranges of Re. While Yuan extended Berman. The porous tube

solution up to Re=20, Sellars and Terrill developed approxi- We shall consider a long porous tube of radiusFluid
mate solutions that coincided as-Rev in both channels and g extracted from the circumferential walls at a uniform wall
tubes. In this work, their joint solution will be used to pre- velocity V. The length of the tube is defined hyand the

scribe the mean flow character. system is simplified by imposing the condition of symmetry
A number of mathematical studies have also addresseghoyt the tube’s axis. This choice permits the solution do-

the important aspect of solution multiplicty=>* In sum-  1ain to become reducible to<Ox<|. and O<r<1. where
mary, a total of four solution types were detected in the|—| /a is the dimensionless tube length. For illustrative pur-
suction-driven porous tulfé. For small suction, two solu- poses, Fig. 1 sketches a cross section of the tube with the

tions were shown to exist for9Re<2.3. While no solu-  mean flow streamlines calculated from Terrill's solution for
tions were present in the interval 2Re<9.1, four out- |arge suctiorf®

comes were observed for &sRe<. Stability of the porous Under the influence of small variations in the suction
tube solution was also examined by Zaturska, Drazin, angate, a tube that is closed at the head end and open at the aft
Banks®® Their results have indicated that the Berman-typeend can develop longitudinal pressure oscillations of ampli-
similarity solutions could only be stable to time-dependentyge A,. The corresponding acoustical frequency can be
perturbations in the ranges<(Re<2.3 and 9.11%Re specified by>%?

<44.709. Outside these ranges, unstable solutions due to
asymmetric perturbations were likely to exist. Nonetheless,
despite the speculations made regarding the physicality afherea, is the speed of sound amalis the oscillation mode
unstable solutions, no laboratory confirmation could benumber.

found in the technical literature. For this reason, the current

study utilizes the leading-order solution for large Re as a

model for the mean flow field in the presence of symmetricB. Limiting conditions

oscillations. _ _ o In order to simplify the analysis to the point where an
_ The physical idealization starts in Sec. Il with & defini- 5n4ytical solution can be arrived at, several restrictions must
tion of the basic flow model. This is initiated with a descrip- be observed. First, the mean flow must be Newtonian, lami-
tion of the system geometry and physical criteria. In Sec. lllna, and unsusceptible to mixing, swirling, or turbulence.
the governing equations are presented in their general dimefyrthermore, the oscillatory pressure amplitude is taken to be

sional form. Subsequently, equations and variables are Nogm g in comparison with the stagnation pressure.
malized, linearized, and decomposed into steady and time-

dependent sefsThe temporal field is further subdivided in

Sec. IV using the Helmholtz vector superposition theorem)||. GOVERNING EQUATIONS
At the outset, acoustical and vortical equations are distin- _ _
guished. While the pressure-driven response is dealt Witﬁ" The conservation equations

immediately, the momentum equation obtained from the ro-  Employing asterisks to designate dimensional variables,
tational component is simplified to a second-order ODE. Indensity, pressure, time, velocity, and the shear stress tensor

— x ur(x,O) =0

=0

(0.1}

.

u

wo=(m—3)mag/L, @
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can be represented I, p*, t*, u*, and*, respectively. C. Leading-order decomposition
Continuity and conservation of momentum can then be writ-  Equations(8)—(10) can be inserted back into Eqe)

ten in their general forn3 and (7). The zeroth-order terms yield the mean flow equa-
¢9p*/¢9t* +V* '(P* u*)=0, 2) tions
Ap*u*)at* +V* . (p*uru*)=—-V*p* —(V*. 7). v-U=0, (12
) MAU-V)U=-VpO+M2Z[4V(V-U)/3— VX (VXU)].
By using continuity to simplify Eq(3) and viscous transfer (13
for a Newtonian fluid, one can transform Eg) into Following Bermarr, a steady streamfunction can be defined
p*[IU*[9t* + (U* - V*)u*] by ¥=-—xF(r). Subsequently, the velocity can b(_e ex-
pressed by, ,U,)=[—xF'(r)/r,F(r)/r]. By substituting
== V*p* + u*[4V* (V> u*)/3—V* X (V* xXu*)], these definitions into Eq13), Terrill has shown thaF =r?

(4) provides the exact mean flow solution for the infinitely large
suction casé® The mean pressure arising in this context can

wherew™ is the dynamic viscosity. _ be integrated from Eq13) to obtain
To be general, dimensionless parameters are introduced.
Spatial coordinates are hence normalizedabyvhile veloc- pO(x,r)=1/y—M?r?(1+x?)/2. (14)
ity and time are made dimensionless &yand wq, respec-
tively. In summary, we let D. Time-dependent equations
x=x*la, r=r*la, t=wot*, u=u*/ag, Terms ofO(e,,) in Egs.(6) and(7) lead to

—iwp® b= — (pD
p=p*/(ypo), and p=p*/pq, (5 lopt VU= =MV (pT), (15)

wherey is the ratio of specific heats, angg andp, are the —iou®=-M[V(U-uM)—u®x(VxU)
stagnation density and pressure. Following this nomencla- . (AN v )

ture, Eqgs.(2) and(4) become UX(VXUT)]=Vp
+Me[4V(V-uD)/3—Vx(Vxud)]. (16)

wdpldt+V-(pu)=0, (6)
_ _ Equations(15) and (16) describe the intimate coupling be-
plodu/ot+(u-Viu]=—Vp+Me[4V(V-u)/3-V tween mean and unsteady motions. They indicate that the
X (VXu)]. (7)  wall suction velocityU can strongly influence the oscillatory

flow motion.
Equations(6) and (7) employ the definitions of the nondi-

mensional frequency= wealay, the suction Mach number
M=V,/a,, and the small parameter=1/Re. IV. MOMENTUM TRANSPORT FORMULATION

) A. Irrotational and solenoidal vectors
B. Perturbed variables . .
In order to proceed, temporal disturbances can be split

With the introduction of small amplitude oscillations, jnto splenoidal and irrotational componefsUsing a cir-
the instantaneous pressure can be expressed as the linear Stifhflex to denote the curl-free pressure-driven part, and a

of time-dependent and steady components: tilde for the divergence-free boundary-driven part, the time-
p=p@+e,p® exp —it), (8) dependent velocity component can be expressed as
wherei=\—1, e,=A,/(ypo), and[p®,p™] are spatial uM=0+T, (17)

functions. Unlikep™), p(® can be shown to be a constant at it

order O(M?), namely,p®=1/y+®(M?). Noting that the ) B no. N

mean flow solution is incompressible, small compressibility ~ VXu®”=VxT, pW=p, pW=p. (18)
effects can only influence the time-dependent field. Density  This decomposition charges all vortices to the vortical
can thus be normalized by its mean component and expandeid|d ti= (Ti,7), and compressibility sources and sinks to the

in a similar fashion viz. acoustical fieldi= (0,5).
p=1+g,p® exp —it). 9)
The total velocity can also be expanded as B. The linearized Navier-Stokes equations
u=MU+ g, u® exp( —it), (10) Insertion of Eqs(17) and(18) into Egs.(15) and (16)

leads to two independent sets that are coupled through the
boundary conditions at the wall. These responses are byprod-
ucts of pressure-driven and vorticity-driven oscillation
modes atO(e,,). While the acoustical, compressible, and
M2<g, <M, (11 irrotational equations collapse into

where M<0.01. —iwp+V-0=—MV-(pU), (19

where U represents the mean flow velocity normalized by
V. Following Majdalani and Flandré, we impose a con-
straint on the wave amplitude, namely,
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—iwl=—-Vp+4MeV(V-0)/3—M[V({-U) wherex,>0 is the separation eigenvalue. Integration of the
X equation can be performed easily and then inserted into Eq.

— X (VXU)], (200 (27). The outcome is
the rotational and incompressible set comprises of
v.i=0. (21 r>=§ CaX 1Y (1), (29
—iwl=—=MeV X (VXU)—M[V(U-U)-TX(VXU) wherec, is the integration constant for eagly. Satisfaction

of the no-slip condition at the wall requires setting the acous-

—UX(VXT)]. (22) tical and vortical velocity components equal and opposite at
r=1. One finds
C. Coupling conditions o
TU(x,1)=—isin(wX). (30

Two boundary conditions must be satisfied by the un-
steady velocity componenf?). These are the no-slip condi- Using a series expansion of the sine function, and setting the
tion at the wall u®(x,1)=0, and centerline symmetry, result equal to Eq(29), one gets
auM(x,0)/ar =0. o 1) (wx) 201

E CX Y (1)=—i >, —. (31
; : Ao (2n+1)!
D. Pressure-driven solution

When Eq.(19) is multiplied by —iw, the divergence of Equating terms necessitates that

Eqg. (20) can be evaluated; resulting terms can be added to (1)@t

produce the following wave equation: kp=2n+1, cp=-I “Zn+r Ya(1)=1, (32
V2p+w’p=4MeVX(V-0)/3-M{iwV- (Up) wheren=0,1,2,..s. The rotational velocity component be-
+V2(0-U) = V-[aX (VX U)]}. (23 ~ comes
At this juncture, a solution aD(M) can be achieved through W)= —i i (—1)”(wX)2”+lYn(r). 33
separation of variables and closed-open boundary conditions. n=0 (2n+1)!

The ensuing acoustical pressure and velocity are .
g P y In order to bring closure to Eq33), Y,, needs to be deter-

p=cogwx)+O(M), O=isifwx)g+OM). (24  mined from Eq.(28). One finds thaty,, must be obtained
from the doubly perturbed boundary-value problem, namely,
E. Vortical equations 2

a7y, dy, .
Assuming that the ratio of the normal to axial velocity is € gz T [(e ~F)/r]1—=+[iSr+(2n+2)F'/r]Y,=0,
of the same order as the Mach numbeg. 7/ti=0O(M)], T (34)
can be dropped at leading order. This assumption can be
justified in view of the arguments presented by Flarfiro. where
Applying this condition, along with the definition of the Yo(1)=1, Y/ (0)=0. (35

mean flow velocity, the axial momentum equation reduces tq'hese two boundary conditions stem from the no-slip and

4(uv) JqU e 9 ( Ju core symmetry requirements.
ar

iSiti= +
St ax V% T oar

+O(M), (25)

where Se w/M is the Strouhal number. When expressed in\V. BOUNDARY-LAYER ANALYSIS
terms of the mean flow streamfunction, E85) becomes
F’ Fdu xF' du e d ( o[V}

iSr+ —|T r—
r ar

Substitution of Terrill's mean flow solutiof =r? into
Eq. (34) leads to

+
r ar r ox ror O(M).

(26)

dy, .
—r+s/r)w+(|8r+4n+4)Yn=0. (36
A solution for Eq.(26) will be presented next.

In what follows, Eq.(36) will be solved using the
method of matched-asymptotic expansions. To that end, the
perturbation parameters need to be first identified. Since our
A solution for Eq.(26) can be developed through the use concern is with solutions corresponding to large Re, the pri-

F. The separable boundary-layer equation

of separation of variables. Assuming the form mary perturbation parameter is cleady: Re '<1. Further-
X, =XX)Y(r), (27) ~ more, one must recognize that the condition o#Sris nec-
o essary to ensure a sufficiently oscillatory flow. It may be
substitution into Eq(26) leads to instructive to note that, according (@5), the Strouhal num-
xdX F dY er d?Y e dY irSr ber depends on the product of the circular frequency and tube
Xd_ EYd EYd?Z FEva F 1 radius (ga) divided by the suction veI_OC|tyS. SinceVy is
usually two to three orders of magnitude smaller than the
=Kp, (28 speed of sound, Sr is about two to three orders of magnitude
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larger than the aeroacoustic Strouhal number basedqon transformed equation is needed to capture the rapid varia-
instead of V5. Recalling that the latter extends over tions near the wallinside the viscous boundary layein

[10 3,10] with a peak in the noise spectrum atS).2, the  both cases, we find it convenient to multiply E&6) by r
current Strouhal number extends over the rgrig&®®] with and write the governing equation as

typically reported values of $r20-50. Py av
Asymptotic approximations to Eq36) depend on the el —— +(—r2+&) —— +r[iSr+(4n+4)]Y,=0.
development of a relationship between the two perturbation dr dr

parameters present in the problem. By inspection of numeri- (42

cal simulations carried out for the large suction case, one )
comes to the conclusion that the problem exhibits a typicaP- The outer solution
second-order wave-type response that bears a strong resem- Using regular perturbations to construct the outer solu-
blance to a critically damped wave. On that account, a distion Y, one may start by putting
tinguished limit will be needed to relateand Sr in a manner
to produce the expected response. Yo=Yo+eY{+0(s?). (43)
To start, an order of magnitude relationship between thefnserting Eq.(43) into Eq. (42) gives
control parameters must be posited. Without loss in general-

ity, one can let d?Ys . dYS day$  dy}
Y er drzo—rzwo—rzsd—rlﬂd—r°+r[(4n+4)+iSr]
Sr~0O(g%). (37
o 0 2y —
Subsequently, rescaling of the viscous domain requires a dis- X(YoteYy)+0O(e9)=0. (44)
tortion of the independent variable in the form Keeping in mind that St O(s 1), the equations defining
1—r=gky (38) the first two terms in the outer solution become
H o__
In order to determine the distinguished limit, one may apply 1SrYo=0, (45)
the stretching transformation and use=%r ¢ in Eq. (36). dy?s
The result is iSrsY‘l’=r2W—r(4n+4)Y8. (46)
172I<dZYn —k d¥n —¢ Solving these equations leads to
€ 02 +e (r—s/r)a—l—[ls +(4n+4)]Y,=0.
(39) Yo=Y{=0, Yp=0+0(&?). (47)

For a critically damped response to occur near the wall, % The inner solution
balance between all three terms in E§9) must be estab- '

lished. Clearly, all terms will be in balance whér-k=1. Having realized that the outer solution is zero, the
These distinctive orders indicate that the boundary-layestretching transformation must now be applied to the original
thickness is 0f0(e) and that coordinate in order to obtain the inner equation. This proce-

dure converts Eq42) into
Sr=0(sY). (40) s Eq42) _
2Y| YI
It may be interesting to note that these distinguished limit§1— &z2) d_zn +[1-e(2z+1)+&%2] d—"+ (e—&22)
are dissimilar from those realized in the injection flow z z
analogi’™** including those arising in the rectangular  x[(4n+4)+iSfYi=0. (49)
cavity* The disparity can be attributed to the reversal inthe _ o ny
physics of the problem, namely, in the relocation of the vis-The inner sc2>Iut|on can be similarly expanded usifig=Yg
cous boundary layer to the vicinity of the suction wall. +eY;+0(e%). The outcome is
d?Y} a2y

(1—82)?"1‘(8_822)?4-[1—8(224— l)+822]
VI. MATCHED-ASYMPTOTIC EXPANSIONS ) )
ayh  dvl

A. The relevant scales te—0ot
dz dz

+(e—&%2)[(4n+4)+iSH]

In order to proceed, one has to identify the length scale _ _
needed to magnify the thin viscous region near the wall. X (Yo+e&Y;)=0. (49

From the foregoing or_der of magn_|tude analysis, the_ relevangince the inner equation is of second order, two conditions
scales can be recognized tober in the outer domain and must be imposed on the inner solution at each perturbation
z=(1-r1)le (41  level. While the first can be determined from the no-slip at
the wall, the second must be deduced by matching with the

in the inner region. Solving the problem with matched- gyter domain. Using Eq35) and the expansion for’ , the
asymptotic expansions involves the formulation of two sepahoundary condition at the wall gives

rate solutions over the domain of interest. While E2f) is : i
only valid in the outer domaifii.e., the inviscid regiop a Yo(z=0)=1, Y3(z=0)=0. (50
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At this juncture, the leading and first-order correction terms 1 (4n+9Y
can be readily found. From E¢9), the O(1) equation reads Y ={ ¢, —B,e+¢,ze| = — ———n
o Y TP T2 (1—dise
PY, dvy
o7 g TISEYeT0 Y xex3(\1-4iSe-1)7]
wherefore daenemercy 1+ (4n+ 9
» -C —C1)Ze| 5+ ———=
Yi=c, et (VI—4 S —1)z] N Ve 2T 1-dise
+cy,exd — 3(y1—4iSre+1)z]. (52 xexd — 3(J1—4iSre+1)z]. (60
Straightforward application of the boundary condition at the
wall yields D. Asymptotic matching
c,=1-cy, (53 Inner and outer solutions can be readily matched using
h Prandtl’s matching principl& By requiring the inner solu-
so that tion in the outer domain to match the outer solution in the
Yi=cexd (s [1-4iSre—1)z] inner domain, one may set
i _ 0O _
+(1—cy)exd — 3(VI—4iSre +1)z]. (54) Yn(2=2)=Yy(r—=0)=Yncp, (61)
Next, theO(e) equation can be collected from E¢9). One  WhereY, s represents the common part in the overlap region
obtains shared by both inner and outer solutions. In our problem,
" : Ui : both the outer and common parts are zero. The inner solution
vy d¥a o v, 9 Yo (224 1)% in the outer domain will also vanish according to E6f) if,
dz? = dz 1% dz? dz and only if,c;=B,=0. These constants bring closure to the
) i inner solution by permitting the construction of a uniformly
—(4n+4—iSrez)Yy. (55

valid composite solution. Hence, by adding the inner and
While the homogeneous solution can be evaluated by inspe@uter solutions, les¥, ¢,, one finally obtains

tion via
, Yo(n)={1+(1=r)[3+(4n+ 3)/1—4iSre]}
Yy =Biexd 3 (V1—4iSre—1)z]
xXexd — 3(V1—4iSre+1)(1-r)/e]. (62
+B,exd — 3(V1—4iSre+1)z], (56)
the right-hand side of Eq55) can be rearranged into E. The oscillatory velocity
Ci[L(V1—4iSre—1)2z+(z+ 4)(J1—4iSre—1) Insertion of Eq.(62) into Eq. (33) results in an expres-
sion for the rotational velocity component. The addition of
—(4n+4-iSrez)]exd 5 (V1-4iSre—1)z] the acoustical component, given by Hg4), enables us to

express the total axial velocity as an infinite sum, namely,

+(1—cy)[3(V1—4iSre+1)%z— (z+ 3)(J1—4iSre

o . o (=D (wx)**
+1)—(4n+4—iSrez)exd — 3(V1—4iSre+1)z]. utt(x,r) =i Sln(wx)—gow
(57) .
. : 1 (4n+3)
A particular solution must therefore be assumed such that X114+ (1=T1)| = + ———
i - : 2 J1-4isr
1p= (Baz+Byz%)exfd 3 (V1—4iSre —1)z]
+(Bsz+Bgz?)exd — 3(V1—4iSre+1)z]. (59 X exp[— 3( \/1—4iSrs+1)(1—r)/s]) :

After differentiating and substituting Eq458) into the left-

hand side of Eq(55), equating terms of order 1 arrf re- (63)
quires that Since (1-r) is small near the wall, one may use=0
5 in the secondary term arising from the first-order inner cor-
By=c, E_ (4n+ 3) B,=0 rection. The resulting expression can be summed, at leading
2 1-4iSre | ’ order, over all eigenvalues, and placed in closed form by
recognizing and grouping the implicit sine function expan-
Bo=(1—cp)| -+ (4n+ 3) B.—0 (59 sion. This manipulation produces
5= 5T T/ 6— Y-
L2 Ni-aise UDO6r) =i sin(@X){1 —[1+ 2(1—r)(1+9/\1—4iSrm)]
By writing Y} =Y ,+ Y’ , and enforcing Eq(50), the inner
solution turns into xexp[— 3(V1—4iSre+1)(1—r)/e]}. (64)
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Being practica_lly gquivalent to Ec(6_3), this _formula com- Bux+[o— 2(X2—1/X?)]B=0; o=5+4n+iS (71)
pletes our derivation of the acoustico-vortical contribution.

Equation(64) clearly displays the key parameters affecting _

the unsteady wave behavior. B. Complete solution

The foregoing methodology sketches the procedural ¢ this point, two additional variable transformations are

steps needed to arrive at a field approximation based on geded. The first applies to the dependent variable via
matched-asymptotic solution of the vorticity wave. The samqy(x) =B(X) X. Equation(71) becomes

approach can be employed in other suction-driven problems

exhibiting more sophisticated mean flow functions. For ap-

preciable suction, however, an exact solution of the rota-  Hxx—Hx/X+ (o~ X+ 1X*)H=0. (72

tional contribution is possible. This will be presented next. . ) i
The second transformation, namefis= X</2, affects the in-

dependent variable. This results in
VIl. EXACT SOLUTION

. d’H 1 o 1
A. Motivation - — =
; @*( 4+zz+ﬁ)H 0 73
For the case oF=r*, Eq. (34) can be solved exactly.
This requires setting whose solution can be written as
X=¢, B(X)=y¢Y,, 65
¢ (X)=9y (65 H(Z)=CiM (113 5, o(Z) + CoW(1/2) 4,0(Z), (74
where¢ and are functions of the radial coordinateThese
transformations yield where C; and C, are constants to be determined from
boundary conditions; the functiond andW, on the other
dy,, o' ¢ dB  d?Y, ¢'?dB hand, are the Whittaker functions of the first and second
=Bt ——©, —m = kind. The Whittaker functions are related to the Kummer or
dr s ¢ dX dr ¢ dX ) )
confluent hypergeometric functions throdgh
¢// 2¢/ lﬂ/ dB lﬂ” 2¢_/2
+(E_ g2 Jdx \yg? YR B, (66) (12) + pp—(112) Zggy ¢ 1
MK,M(Z):Z “e (I)(§+M_K,1+2/-L;Z),

where primes stand for differentiation with respect t&ub-

stitution into Eq.(34) gives
“9 9 W, ,(2) =202 e (W22 (44— 1+ 201,7),

dZB 1 ) 2(1),1,0, ’ d)/ dB wn (75)
W+W( Y “rRe¢ T )ax T oy wherefrom
12 ’ 2
+2L2+rRe¢ —¢—+Re(iSr+4n+4) ;B,2=0. _ 1 11 .
v v Ty b H(Z)=VZexp - $2)[C1®(5 - 30.1:2)
(67) +C, V(A - 10,1:2)]. (76)

At this point, » and ¢ are chosen so that the variable coef- _ o _
ficients in Eq.(67) are turned into pure constants. For that Returning to original variables, one gets
purpose, the coefficient of the first derivative is suppressed

via Yo(1)={Re/4C,®(3 ~ }0,1;3Rer?)
¢"—=2¢" ' Iy—r Rep’'+¢'/r=0, +C,¥(3— 30,1;3Rer?)]. 77
g ly=1(d"l¢p'—r Re+r 1), (68) Note that{/Re/4 is a constant that can be absorbed Do

andC,. Thus, without loss in generality, one puts
Integrating Eq.(68) gives ¢=Ty\r ¢’ exp(— Rer?/4), ?

whereT, is constant. Equatiof67) simplifies into

Yn(r)=Cy®(5 - 30,1; 3Rer?)

H r—2 —
Byxt+[ReiSr+4n+4)¢' <+ B]B=0, (69 +C2‘I’(%— %a,l;%Rerz),
where (78)
1y 2y 1)y Ya(r)=rRe(; = 30)[C1® (3~ 30,2; 3 Rer?)
B—W{—E-i—?‘f' rRe—F>?. (70)

—C,¥ (32— 10,2;iRer?)].

By setting ReiSr+4n+4)/¢'?=const, one obtainsy’

=\Re andX = ¢=r \/Re. Without losing generality, one puts To find C,, ¥(a,b;z) must be expressed in terms of
To=1//Re so thaty(r) = r exp(~Rer%4). The outcome is ®(a,b;z) usind*
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T ®(a,b;x) using the boundary condition at the wall. One finds

\If(a,b,x): SIn(’7Tb) F(1+a_b)r(b)

Ya(r)=®(; - 30,1;7Rer?)/®(3 - ;0,1;3Re), (80)

_p @(1+a—b,2-b;x) L - _ _
(790 which indicates that the characteristic coordinate scales with
I'(a)r'(2=b) rvRe/2. Following the same lines as before, one can sum the
This expression leads to an infinite value at the corebfor acoustical and vortical contributions to obtain the unsteady
>1 except whenC,=0. The remainingC, is determined velocity component. This takes the form

_Xl

(=DM wx)®"T1d(—2n—2— %iSr,1;iRer?)
uWx,r)=i| sinfwx)— >, = : . (81)
n=0 (2n+1)!®(—2n—2— 3iSr,1;3Re)

Unlike the matched-asymptotic solution given by KEG2), match computational data obtained independently by Yang
the physical clarity of the exact solution is encumbered byand Roh who utilized a fully compressible, finite-volume

the infinite summation of the Kummer function. Navier-Stokes solvéP
VIIl. DISCUSSION C. Graphical confirmation
A. A formerly tested methodology Figure 2 illustrates the agreement between the exact or

- . . numerical solutions and Ed62). Over typical ranges of
The decomposition of the time-dependent governin . ; ; .
. . . hysical parameters, the graphical comparison clearly indi-
equations presented in Sec. IV, during the momentum trans- : N
. T cates that the matched-asymptotic solution is in close agree-
port formulation, was first introduced by Flan&t@nd fur-

ther developed by Majdalani and R&hEor injection-driven ment with the numerical results. Graphically, the accuracy of

: d o - . the approximate formulation is seen to increase with increas-
flows with superimposed oscillations, a similar analytical.

. : 7 ing Reynolds and Strouhal numbers. This observation is re-

framework has provided accurate flow field predictions. . : oo . i
. ) ) assuring since it indicates that the solution exhibits the
Those could be substantiated using fully nonlinear computa- . . ) 1
) . L7 . proper asymptotic behavior as= Re *—0 and Sr-—0. It
tional models. The asymptotic approximations obtained pre: e o
viously were also shown to agree favorably with experimenIS also satisfying to note the nearly critical damped-wave
tal data obtained in cold-flow simulations of transpiring response. This rapid damping in both depth and amplitude is

surfaces®-2 Although the physical nature of the problem consistent with the arguments introduced in Sec. V regarding

2 . the scaling orders of Sr and Also note that the wave be-
changes when suction is introduced, the assumptions used (i

. ) : ) ) t%avior is different from the highly under-damped wave solu-
redu_cmg the goveming equations remain valid, regardles_,s Ylon associated with injection-driven flows. In the latter, nu-
the inflow or outflow boundary conditions. By analogy with '

L : merous peaks of diminishing amplitude appear as the
the injection-driven problem, one can expect a Comparabl%istance from the wall is increaséd

level of agreement between the asymptotic formulations In order to assess the truncation error associated with

given here and either numerical or experimental studies o 62) th ) bsol b .
the model at hand. However, in the absence of experimenta a. (62), t € maximum absolute error between asymptotics
) ' nd numerics is shown in Fig. 3 for the first three eigenval-

[)neez:j:g?trggr:;s to compare with, numerical simulations mustajfes and a range of Sr and Re. When plotted versubis

error is seen to exhibit a clear asymptotic orderasO. It
also decreases in magnitude with successive increases in Sr.
B. Numerical confirmation It can also be seen that the slope of the error curves and, in

) _turn, the order of the truncation error approach unity for
Due to the lack of experimental data for the suction-

driven flow, we have compared the matched-asymptotic ex-
pansion to a numerical solution of E(6) obtained from a

code that was originally developed for injection-driven flows

by Majdalani and Van Moorheri?. The same code was tested r
by comparing its results to the exact solution derived in Sec.

VIl. The algorithm employs a fixed step fifth-order Runge- Re=120
Kutta method with shooting to handle the boundary condi- 0.5
tions. For the suction case, the step size used wa$ &0 a
normalized interval. In former StUdlég’M the same code FIG. 2. HereY, is plotted forn=0 over a range of Reynolds and Strouhal

was shown to prov'ide satisfactory agreement with experinympers. The figures show the slightly under-damped response=2(Re
mental data. Therein, the code was also shown to closelynd 50.

100 50 Sr=20
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FIG. 3. Plot of the maximum error in the approximate solution veesus

sufficiently smalle. This confirms the order claimed for this
approximation. In particular, it may be useful to note that the
slight increase in the error intercept at higher eigenvalues
does not affect the summed up solution. This is due to the
rapid convergence of the series in E63) asn is increased.

D. Variation of flow parameters

The four subsets of Fig. 4 illustrate the effect of varying 0 0.2L 0.4L
e_|ther the suction vqumty or the oscillation frequency on th_eFIG. 5. The spatial distribution of the oscillatory velocit§") exp(—it) is
time-dependent solution. In all four cases, the velocity isilustrated for the first three acoustical oscillation modes by plotting the
seen to be a wave traveling in time. While a viscous andelocity modulus at sev_eral eve'nly _spaced axial positions fo#Rband
rotational layer is present near the wall, a broad inviscid an(ﬁ;r:. 10. The corresponding longitudinal mode shapes of the acoustical ve-
. . . . . ocity component are also shown at nine equally dispersed times. In addition
!rrotatlonal region Cover§ the remaining Qoma'”- lnterest'to the head end location, the smallest disturbances occur athhiaternal
ingly, the unsteady velocity reaches a maximum value insidgcoystical node located at/L=n/(m— 1), n<m, m=1,2,3, etc.
the viscous layer where a small velocity overshoot is realized
near the wall. This phenomenon is well known as Richardyation peak stemming from a favorable coupling between
son’s annular effect and seems to be characteristic of oscil;

: ) : acoustical and vortical waves will then form closer to the
latory flows in tubes and channels with and without wall\\ 4 since the rotational component diminishes with the dis-

p_ermeatlorf.e The small percentage overshoot that accompagsnce from the wall, a larger vortical contribution augments
nies a suction-driven flow is of the same order as that assQpg acqustical wave when their coupling occurs closer to the
_C|at_ed Wlth the exact Sexl profile inside a nonporous tube. It i1 (e.g., at higher frequenciesThe reduction in spatial

is significantly smaller than the 100% overshdict., veloc-  \ayelength at higher Strouhal numbers increases the rate of
ity doubling) that recurs near the walls of injection-driven \;scqus dissipation and causes the boundary-layer thickness
flows. to decreasé’ The latter is often referred to as the penetration

According to the theory of laminar periodic flows, one yenth and is a measure of the viscous and rotational layer
could expect the magnitude of the velocity overshoot to in-;p,ve the solid boundary.

crease at higher oscillation frequenctéghe reason is this. The top two subsets in Fig. 4 illustrate the effects of

As the Strouhal number is increased, the spatial wavelengty reasing the Reynolds number while decreasing the Strou-
diminishes, being inversely proportional to Sr. The first 0S-5| humber via an order of magnitude increas¥/jn As the
suction speed is increased, the rotational layer is reduced in

= i ) both depth and overshoot. While the reduction in overshoot
'270' 18070 i can be attributed to the smaller vortical contribution associ-
L I ated with a smaller Sr, the smaller depth may be attributed to
| 315° Re the increased Re. Evidently, the increased fluid withdrawal
225° rate has the effect of attracting the viscous layer closer to the
0.5 wall.
The bottom two subsets, on the other hand, confirm the
! P previous statements made regarding the oscillation fre-
e guency. Clearly, through an order of magnitude increase in
- L % Sr, the penetration depth is decreased, while Richardson’s
. ; effect is made more appreciable.
]
05 i I R E. Oscillation modes
1.0 0.5

In closing, we use Fig. 5 to show the spatial evolution of

FIG. 4. The oscillatory velocitu® exp(-it) is shown at four different o oscillatory velocity for the first three oscillation modes
times form=1 andx/I =0.5. Angles in the figures represent dimensionless )

time. Properties correspond to an order of magnitude variation in Reynoldé_lsO plotted are the am_p”tUdes _Of _the inViSCid_ velocity at
and Strouhal numbers. nine equally scattered times. This is done to illustrate the
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Torsional wave experiments with a new magnetostrictive
transducer configuration
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For the efficient long-range nondestructive structural health inspection of pipes, guided waves have
become widely used. Among the various guided wave modes, the torsional wave is most preferred
since its first branch is nondispersive. Our objective in this work is to develop a new
magnetostrictive transducer configuration to transmit and receive torsional waves in cylindrical
waveguides. The conventional magnetostrictive transducer for the generation and measurement of
torsional waves consists of solenoid coils and a nickel strip bonded circumferentially to test pipes.
The strip must be premagnetized by a permanent magnet before actual measurements. Because of
the premagnetization, the transducer is not suitable for the long-term on-line monitoring of pipes
buried underground. To avoid the cumbersome premagnetization and to improve the transduction
efficiency, we propose a new transducer configuration using several pieces of nickel strips installed
at 45° with respect to the pipe axis. If a static bias magnetic field is also applied, the transducer
output can be substantially increased. Several experiments were conducted to study the performance
of the proposed transducer configuration. The proposed transducer configuration was also applied
for damage detection in an aluminum pipe. 2005 Acoustical Society of America.
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I. INTRODUCTION tially to a test specimen such as a pipe and a permanent

The guided-wave technology has received much attenr_nagnet is rubbed on the nickel strip for premagnetization.

tion recently as a powerful tool for the nondestructive in-(Any material exhibiting strong magnetization can be used as
spection of cylindrical waveguides such as pipes an he strip material, but nickel is easily available and cost ef-
tubest™® Since guided waves can travel over several meter ective) The premagnetization will induce static magnetic

along the waveguide axis, the guided-wave technology i leld strength in t_he circumferential dire(_:tion, which_is indi-
very efficient in inspecting a large portion of a waveguide.CateOI byHs in Fig. _1(b)' When alternatlng current IS sgnt
Several wave modes such as longitudinal, torsional, and er>Z—hrough the ;olenmd coil, the alternat|.ng magne,t'c field
ural modes can be utilized for nondestructive inspection, but"€N9th o) is also developed on the nickel strip in the
the torsional wave mode is preferred because its first branciiS direction. If the magnitudes ¢1, andHs are almost
is nondispersive and favorable for signal processing. Therd!® Same, the resulting magnetic strength vector will point in
fore, an efficient generation of the torsional wave is perhapd€ direction that is about 45° from theaxis, as illustrated

an important issue in the torsional wave-based nondestru¢? Fig. 1(b). ) o
tive evaluation technology. By developing a new magnetostrictive transducer to

As far as the generation and measurement of the toigenerate torsional waves, Kwtimade a breakthrough in the

sional wave are concerned, two approaches are availaplfeld. Nevertheless, the configuration of his transducer has
one approach based on piezoelectric transdficansl the SOme drawbacks. First, the nickel strip always needs be pre-
other based on magnetostrictive transdu€dfach approach magnetized before the transducer is used. When the trans-
has its own advantages and disadvantages, but we are cd#lcer is to be used for long-term on-line monitoring of un-
cerned with the development of a new magnetostrictivederground pipes, the strip needs periodic magnetization,
transducer because magnetostrictive transducers are cost which is difficult to achieve. Second, if the magnitudes of
fective and easy to install. The magnetostrictive transducerslp and Hs are not of the same order, undesirable wave
use the coupling effect between the elastic deformation anthodes are also generated in addition to the torsional wave
the magnetic field of ferromagnetic materials. Although mag-mode.
netostrictive transducer@ncluding sensonshave been ap- To overcome the above-mentioned drawbacks, a new
plied and studied in many cas&s? their applications for transducer configuration shown in Fig. 2 is proposed. Several
torsional wave generation were made only recently bypieces of nickel strips are attached to the test specimen with
Kwun 8 the alignment angler equal to 45°. Since the relative per-
The configuration of Kwun’s transducer for generatingmeability of the nickel strips is higher than that of the test
torsional waves in a cylindrical waveguides is shown in Fig.specimen, most of the magnetic flux by the solenoid coil
1(a). The transducer consists of a nickel strip and a solenoiflows along nickel strips. Therefore, the elastic deformation
coil surrounding the strip. The strip is bonded circumferen-of the nickel strips developed by the magnetostriction effect
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FIG. 3. The phase-velocity dispersion curve for the axisymmetric torsional
wave in an cylindrical aluminum shell with the inner and outer radii

% ) a=11.5 mm andb=12.5 mm.

- - proposed transducer, several experiments were performed.
Resulting magnetic strength

(b)
FIG. 1. Kwun’s magnetostrictive transducer for generating and measuringl. THEORETICAL BACKGROUND

torsional waves(a) The schematic configuratioil) the resulting direction . . . .
of the magnetic field strength as the sumbf andHy, . In this section, the theory on the guided torsional waves
and the magnetostrictive effects will be discussed.

results in the main elastic deformation of the test specimen if\. Guided torsional waves

the direction parallel to the strip alignment direction. Obvi- Thin-walled pipes are used as waveguides throughout
°|US|y’ ;[]he gen_erated _stram willdevelop torsional WaveSnis investigation, so the mechanics of elastic waves as well
along the specimen axis. as their dispersion characteristics will be given mainly in

The main difference between Kwun'’s transducer and th%ylindrical shells shown in Fig. (8. Figure 3 shows the

proposed transducer is simply the alignment angle of th%ispersion curve as the,— w relation (v,: the phase veloc-
nickel strip. However, the alignment change has a significanitt w: angular frequendy As can be sgen from Fig. 3, the
impact on the transducer characteristics; premagnetization #st branch, the lowest-energy branch, is nondisp,ersive.
not needed and the generated wave mode is insensitive to tbr%erefore, t,he phase velocity of the wa\}e belonging to the
magnitude of the current input to the solenoid coil. The pro-g.o pranch s independent of frequency. If the excitation
posed transducer can perform even without the bias SOIenOi?l‘equency is not much higher than the first cutoff frequency
although the applied bias field will definitely improve the 1 = \iH7 in this casg the first branch becomes the main
trz_ansdu_cer pe_rforma_nce. The effect of the b_ias magnetic fiel arrier of wave energy. Therefore, the excitation pulse shape
will be |r_1vest|gateql in the supsequent sectlon_. will be nearly preserved. Since no other wave mode or
Ear!|er, Ohzeki and Mashifieused skew—(_)nenteq ferro- branch has the nondispersive characteristics, it is best to use
magnetic patchgs attached to t.he te?‘ specimen with r.espe[ﬁte pulse that can be decomposed within the first branch of
to the test specimen axis. Their motivation was to estimate, o orsional wave mode for long-range damage detection.

the torque transmitted n th? shatt of a milling machine. TheFor general discussions on the dispersion characteristics, see
proposed transducer in this work, however, can not OnlyAchenbacH6 Miklowitz. 17 Graff 18 or Rosel

measure but also generate torsional waves. Damage location
estimations in aluminum pipes will be also considered as g Magnetostrictive effects

typical application problem. To verify the performance of the
The proposed transducer uses the magnetostrictive ef-

fects in actuating and measuring torsional waves, so the
physics of the magnetostrictive effects such as the Joule ef-
fect and the Villari effect should be explained. The Joule

Actuating / Sensing solenoid coil (AC input)

Nickel strips N effect refers to the phenomenon of the dimension change of
45° a piece of ferromagnetic material when it is placed under a
: . . magnetic field. The Villari effeét represents the inverse
) Shiidl ) phenomenon of the Joule effect.
Test specimen such as a pipe The Joule effect and the Villari effect may be expressed
FIG. 2. The proposed magnetostrictive transducer for generating and me&’-y the following two equations for one-dimensional situa-
suring torsional waves. tions:
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FIG. 5. Nickel strips bonded on the surface of pipewith and(b) without
the actuating and sensing solenoid coil installed.

o *
SZF—FQ H, (1)

B=u"H+qo @) flux Iin_e in t_he _strip when elastic current flows throug_h the
' solenoid coil. Figure 6 shows the pattern of the flux line in
wheree, o, B, andH represent the strain, stress, magneticthe z-¢ plane. For the analysis, a two-dimensional linear
flux density, and magnetic strength, respectively. The matestatic model was used. The actual numerical calculation was
rial constantE", g*, u?, andq denote the Young’s modu- performed byansys.?® In Fig. 6, the magnetic flux in the
lus under a constant magnetic strength, the coupling coeffistrip flows mainly along axis 1, since the permeability of
cient of the Joule effect, the permeability under a constanhickel is much larger than those of aluminum and air. There-
stress and the coupling coefficient of the Villari effect, re-fore, the Joule effect causes the strip to deform mainly along
spectively. A general theory on the magnetostrictive effecthe axis 1 direction when electric current flows through the
including explanations on hysteresis and irreversibility cansolenoid coil.
be found in Jile€? The elastic wave or deformation in a To investigate the wave generated by the nickel strip, let
ferromagnetic material can be easily converted to the voltagas consider the elastic deformation of the nickel strip at the
change of the solenoid surrounding the matéfial. moment of the electric current input to the solenoid coil and
carry out a first-order stress analysis. The uniform stré&ich

IIl. PROPOSED MAGNETOSTRICTIVE TRANSDUCER contraction along axis 1 and the accompanied uniform con-

FOR TORSIONAL WAVES traction(o_r stretch along axis 2 developed in the_nickel strip
) ) ) before being bonded may be expressed approximately by the
A. Transducer configuration and first-order stress following strain components:
analysis
e11=qH, &= —wnenn=—wvndH, €120, €)

To explain the mechanism to generate torsional waves
by the Joule effect in a pipe, consider a generic pfiran ~ Wherewy is Poisson’s ratio of nickel.
the pipe surface illustrated in Fig(a}. When the pipe shown When the nickel strip is bonded to the aluminum pipe,
in Fig. 4(a) is at the state of pure torsion, the stress stafe at the elastic deformation of the nickel strip develops stress in
in the z- 6 plane should look like the state shown in Figb¥
The pure shear state in ttee 6 coordinate system can be
represented by two normal stresses o) in the principle
axes 1 and 2 that are oriented45° from thez axis. There-
fore, if the normal stresses having the opposite signs are
applied along the two principle axes, pure torsional waves
can be generated along the pipe axis.

Based on the simple stress analysis in Figp) dwe pro-
pose to align the ferromagnetic stiimade of nickel at 45°
from the pipe axis. Figure (8 shows four nickel strips
bonded on the outer surface of an aluminum pipe, and Fig.
5(b) shows the magnetostrictive transducer consisting of the
nickel strips and the solenoid coil. The solenoid coil serves
both as the actuating coil and the sensing coil.

The aluminum pipe will be excited by the elastic defor-
mation of the nickel strip through the magnetostrictive effect.
Therefore, it is important to investigate the direction of the FIG. 6. The magnetic flux lines.
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v Strip location To study the stress wave propagation, it is very impor-

, T~ tant to note that the longitudinal wave spegd=Ea/py iS
s D z different from the torsional wave speed
( Generating a longitudinal wave C1=VEA2pa(1+v4) (Ea, pa, va: Young's modulus, den-
‘ ~~ With the propagating speed ¢, ) sity, Poisson’s ratio of aluminumTherefore o,, component
Strip '°°atf" generating the longitudinal wave awg, component gener-
O ) 5 ating the torsional wave separate as they propagate. Since
= c.>cy, the longitudinal wave travels ahead of the torsional
( Generating a torsional wave wave.
Strip locatioh with the propagating speed c.) To continue the first-order stress analysis, one may ne-
< glect the dynamic effect of the propagating waves, and the
@ O }z damping effect occurring during wave propagation. When
/ the generated longitudinal stress wave is measured by the
(May be treated as a non- transducer, the stress state will be approximated as
propagating wave )
- ) . 1-v
FIG. 7. The decomposition of the stress state in a pipe developed by the _ N _ —
nickel strip deformation. T2z 2 00 Teoo 0, 02=0. @)

Then the following stress component will be measured
the aluminum pipe. The evaluation of the magnitude of thehrough the nickel strip:
stress requires a somewhat complicated analysis, so some
assumptions will be made for the first-order analysis. If Lo 1-wn ®)
In~=nwy (I, Wy length and width of each strip, number nu=Ty Yo
of the nickel strip in Fig. 2, the stress developed in the pipe

where the nickel strip is attached may be assumed as where the superscrit stands for the longitudinal wave. In

obtaining the result in Eq8), Eq. (5), and Eq.(6) are used,
011~ 0g, O~ —VNOg, 015~0, (4) with (i’,j")=(1,2), (,j)=(z,0), a=—45°. Likewise, the
. T .
wherea, stands for the normal stress component in axis 1.Magnitude of thary, stress component due to the torsional

To convert the stress components expressed along axedVRVe can be calculated as
and 2 into those along the 6 coordinate system, the follow- . Lty
ing transformation formula will be use@ee, e.g., Timosh- o1=""% 90 9)
enko and Goodiéf):
1 1 From the above stress analysis, the following conclusions
Ui’i’zi(aii+0-jj)+ E(a'ii—a'”)COSZa-i—a'ij sin 2« can be drawn. ) )
(1) By the proposed transducer configuration, both the
1 1 torsional wave and the longitudinal wave are simultaneously
ajrjr=5(0ji+ 0j)) — 5 (i — 0j;)c0S 20— 0j; Sin 2« generated. However, the magnitude of the torsional stress
2 2 T L
o1, is much larger than that of the longitudinal stress .

© The relative ratio, with dynamic and damping effects ne-
1 , glected, is approximated as
Ojrjr=— E(G’ii_a'“')sn'\ 2a+0'ij COS 2,
1+ VN
wheree is the angle between the two orthogonal coordinate o1 T Yo 2(1+wy)
systems[(i,j),(i’,j")]. Substituting {(',j')=(z6), (i,]) Py 1= ~ 1,
=(1,2) anda=45°, the stress components in E¢) are Wroa N oo N
written as 4
1— vy ~3.80 (for vy=0.31). (10
Tzz= "5 90 In Eq. (10), the subscript “FOA”" is used to emphasize that
1—p the result is predicted by the first-order analysis.
o= N o0, (6) (2) The torsional wave will be preceded by the longitu-
2 dinal wave of a small magnitude due to the difference be-
1+ vy tween their wave speeds. So, the torsional wave can be dis-
Op9=— 09. tinguished against the longitudinal wave.

2 Though the stress analysis is based on some assump-
Though the pure shear state (= o,,=0, 0,,#0) is desir- tions, the present analysis shows the characteristics of the
able, the normal stress is also developed, as can be seenviaves measured by the proposed transducer.

Eq. (6). Therefore, not only the torsional wayeue too ), The photo of the proposed transducer is shown in Fig. 8.
but also the longitudinal wav@ue too,,) will be generated. The bias coil shown in Fig. (®) is installed to supply the
Figure 7 shows the stress state decomposed into three strestatic bias magnetic field. The bias field is very useful to
components. increase the transducer output, as shall be shown later.
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netized in a relatively short period, so the permanent magnet
rubbing technique is not desirable for the long-term on-line
inspection especially in pipes buried underground.

B. Experimental setup

Figure 9 shows the schematic diagram of the experimen-
tal setup. The transducer in Fig. 9 is the proposed transducer
shown in Fig. 8. The nickel strips are bonded to the alumi-
num pipe by epoxy¥Model: 3M DP460. The dimension of
the pipe specimen and the location of the proposed trans-
ducer are also shown in Fig. 9. The selected specification of
the proposed transducer is given in Fig. 10. Better transducer
performance obtained with other specifications will be inves-
tigated thoroughly in future work.

IV. EXPERIMENTAL STUDY

In this section, the performance and the characteristics
of the proposed transducer will be investigated. In the exist-
ing magnetostrictive transducer applications, the following
sine waveform was used:

FIG. 8. The photo of the proposed magnetostrictive transdaeAt the sin nt, O<t< 2_7Tm
assembled statéb) at the disassembled state. fsp(t) _ 7 (12)

) ) 0, elsewhere,
1. Comparison with Kwun’s transducer

When Kwun'’s transducer illustrated in Fig. 1 is used, the\t';rllgrsegr'lstﬁ;nea?n:zf'sltgfzcmtﬁ;r:r_efu:?r{ ?g‘.lrj]zua"é R
strain developed in the unbounded nickel strip may be ap: vaiue c ) — L, asingie siné pu
. is generated. As pointed out by Hong and Kitthe energy

proximated as . .

of fgt) is not sufficiently concentrated on the center fre-
e1=0VHETHS, &= —rye, quency 7; fgt) is thus not efficient for accurate damage
location estimation. To concentrate the energy of the gener-

£1,=0, and tanv= E (11) ated pulse at a given center frequengywe employ the
Hp Gabor pulsef gt):
In this case, the directions of principle axes 1 and 2 depend 1 s
on the magnitude oHg/Hp . UnlessHp is adjusted to be feut)= me’t 127° cospt. (13

the same aslg, i.e., «=45°, torsion-dominant waves can-

not be generated. H is much larger thaflg, for instance, The parameted controls the spread of the pulse in time. The
the generated wave by the Kwun’s transducer will be domishape of the Gabor pulse fér=0.000 083 andy=60 kHz is
nated by the longitudinal wave mode. Since theg field is  shown in Fig. 11a), and the actual waveform coming out of
created by rubbing a permanent magnet on the nickel strithe power amplifier is plotted in Fig. ). Figure 11b)
along the circumferential direction, it is difficult to quantify shows that the Gabor-type pulse generated for experiments is
the magnitude oHg. Furthermore, nickel is usually demag- almost the same as the theoretical pulse.

Proposed Transducer
(wave generation and measurement)
L L I L, [
| L 4 I
| Test Specimen : Aluminum pipe |
. {a=11.5 mm . b=12.5 mm)
: L=2 m ' FIG. 9. The schematic diagram of the
experimental setup.
Power Amplifier || Power Amplifier Function ; PC
_ , Oscilloscope
Tor bias cument for pulze generation || Generator (LeGroy LT354M
{BOP 36-120-4888) (RAM 5000) (Agilent 391204) = ) M o
1
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FIG. 11. The Gabor waveform(@ The theoretical signal(b) the actual

Two-dimensional view of signal coming from the power amplifier.
the outer surface of the pipe

The short-time Fourier transform of the measured signal in
/=3 mm Fig. 13a) is presented by Fig. 18). Figure 13c) clearly
shows that the energy of each pulse is centered at the exci-
FIG. 10. The specification of the proposed transdu@rBias coil; (0)  t44i0n frequencyy=60 kHz. The nondispersive characteris-
actuating/sensing coil; and) nickel strip (thickness 0.15 mm). tic of the first branch of the torsional wave is revealed by the
straight vertical lines in the time—frequency plane, around at

ﬁ\é:]/\éz\;i;easurement and comparison with Kwun’s t=2L,/cr=0.316<10 ¢ s, t=2L/c;=1.254x 10" % s, etc.
As explained in Sec. Il A, the signal shown in Fig.
In characterizing the measured pulses, the following no413(a) contains the pulses corresponding to the longitudinal
tations will be used: wave mode. These pulses, markedspyin Fig. 13a), may
s™: pulse traveling to the left at the initial state not be easily identified because their magnitudes are small.
s pulse traveling to the right at the initial state As longitudinal waves are dispersive, they spread out as they

d in s7[d] or s*[d]: the distance the puls& ors™  propagate. Thus, it may be appropriate to choose the magni-
travels

SymbolsT andL of the symbols: torsional mode and
longitudinal mode, respectively. —

For instances [2L 4] is the pulse initially traveling to ':m]
the left, which arrives att= 2L, /c after it travels a distance L
of 2L, as illustrated in Fig. 1@). At time t=2L/cy, two -
pulsess® ands~ will merge, so the magnitude of the signal | il 1
become large.

L.

A signal captured by the proposed transducer for the Sifeler
Gabor pulse withyp=60 kHz is shown in Fig. 1&). Some S;[2L+2L) = S; [2L]
pulses of the signal in Fig. 18 are zoomed in Fig. 18). ——— )
Unless stated otherwise, the following numerical data are [ m ]
)

used: |
. . . ) ———— siL+ 2L =St 2L)
ig (DC input to the bias solenoje-0.5 A

FIG. 12. The illustration of the traveling histories of pulses arrivingagt
0=0.000083 t=2L,/c; (b) t=2L,/cy; (c) t=2L/cy.
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FIG. 13. The measured signal by the proposed transd(idee. center frequency of the Gabor-type pulse: 60 khiz@) The time history;(b) the zoomed
view of sT[2L+2L,] ands [2L]+s*[2L]; (c) the spectrogram of the signal {a) by the short-time Fourier transform.

tude of the largest peak sf as the longitudinal wave level. The overall characteristics of the pulses measured by
This peak value will be denoted by‘il. Kwun’s in Fig. 14 are the same as those in Fig(al3&nd

It is important to comparerL, the peak torsional wave Fig. 13c). However, the magnitude of the measured pulse by
magnitude witha'il in checking the transducer performance. Kwun’s transducer is quite smaller than that by the proposed
To this end, the signal in Fig. 18 is zoomed, and the ar- transducer. The peak-to-peak magnitudés. () of the pulse
rival time of the longitudinal wave mode is predicted by s [2L]+s"[2L], for instance, are as follows:

using the longitudinal wave speer] . (The longitudinal By the proposed transducer;_,=0.017 18 V;
wave pulses may be seen better at different excitation fre- by Kwun’s transducerV,.,=0.00421 V.
qguencies: see Fig. 15, lateThe estimated ratio dfaL/ UH One reason why the proposed transducer gives larger

from the experimentally measured signal in Fig.(&3is  peak-to-peak values than Kwun's transducer may be due to
|011/ 07ilexp=3.6, which is not far from|o{/oTlron  the applied static bias magnet field. In the next section, we
=3.80. will investigate the effect of the bias magnetic field on the
To compare the performance of the proposed transduceutput of the proposed transducer.

and that of Kwun’s transducer, the same wave measuremegt
experiments were conducted with Kwun’s transducer shoth'
in Fig. 1(a). For quantitative comparison, the same pipe and
actuating/sensing coil are used. Furthermore, the amount of ~The static bias magnetic field affects the transducer per-
nickel for Kwun’s strip is the same as that for the proposedormance. To investigate the effect of the bias magnetic field,
transducer. Since Kwun’s strip is bonded circumferentiallythe input electric currerig to the bias solenoid coil is varied.
around the outer pipe surface, the strip Wi(mﬁ'wun for Nine values of g are considered and the peak-to-peak values

The effects of the static bias magnetic field and
e excitation frequency

Kwun’s transducer is chosen as (Vp-p) of s~ +s* at t=2L/cy are tabulated in Table I. In
adjusting the magnitude of, the magnetostrictive effect of
Wﬁwun:4>< | X Wy/27b. (14) nickel relating the magnetic field strendthto the straire is

considered® As shown by Table I, the bias magnetic field
Note that four pieces of the nickel strip are used in the prosignificantly affects the transducer output. The peak-to-peak
posed transducer. value monotonically increases for small valuesigfand

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Kim et al.: Torsional wave experiments with magnetostrictive transducers 3465



0.02

0.015} 1
0.01} 1
so.oos» 1
3
2 7 'WWW 1
=1
g-o.oos» 1
0.01} 1
-0.015} 1
-0.02 ' 1. 2 3 : 5
Time (sec) ©10°
~~
N
T
N
>
o
c -
5 173
3 o
o
o
[T
2 3 4
Time (sec) x10°

FIG. 14. The measured signal by Kwun’s transducg+=60 kHz). (a) The
time history;(b) the spectrogram by the short-time Fourier transform.

remains almost the same afigr=0.5 A. Based on this find-
ing, ig=0.5 A was used for the present investigation.

One advantage of the proposed transducer is apparent
from this experiment. Unlike Kwun’s configuration, the bias
magnetic field is easily controlled by the change igf
Therefore, the transducer performance can be always maxi- -0.015¢
mized. Obviously, the bias current maximizing the trans-
ducer output will be different for different excitation fre-
guencies, but this experiment will suffice to show the
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importance of the appropriate bias magnetic field and tarIG. 15. The measured signals at different excitation frequentisy
demonstrate the versatility of the proposed transducer corr40 kHz; (b) 80 kHz; and(c) 120 kHz.

figuration.

TABLE |. The peak-to-peak valueg,., of s™ +s" att=2L/cy for varying

values ofig .
Estimated

is (A) Hg (KA/M) Vop (V)
0 0 0.0025
0.1 2 0.0076
0.2 4 0.0094
0.3 6 0.0106
0.4 8 0.0107
0.5 10 0.0108
0.6 12 0.0101
0.7 14 0.0100
0.8 16 0.0094
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Now the effect of the excitation frequency on the mea-
sured signal will be investigated. The measured signals for
7n=40 kHz, 80 kHz, and 120 kHz are shown in Fig. 15. The
bias current was set at 0.5 A for all experiments. Figure 16
shows the variation of the peak-to-peak value of the torsional
wave pulse. It also shows the peak-to-peak ratio between the
torsional pulse and the longitudinal wave pulse.

The maximum peak-to-peak value of the torsional wave
pulse was aroundy=95 kHz, but the relative magnitude of
the peak-to-peak value of the torsional wave pulse to the
peak-to-peak value of the longitudinal wave pulse reaches its
maximum at aroundy=~60 kHz. Therefore, some tradeoff
between the two factors must be made in choosing the exci-

Kim et al.: Torsional wave experiments with magnetostrictive transducers
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o 0 ) ) ) FIG. 18. The experimental setup for a damage detection applicdtipA.
0 50 100 150 200 cracked aluminum pipgp) crack dimension.
Excitation Frequency (kHz)
4 - . . .
. =3 mm, n=25kHz) are plotted in Fig. 17. As illustrated in
3.5 . 7 Fig. 17, the proposed transducer can be used for larger,
af . 1 thicker pipes. However, more experiments should be per-
05 o formed to apply the transducer to industrial problems involv-
o . .. ing thick-walled pipegsay,t=10 mm).
T 2 . * 1
14 . .
15 . |
Ui 1 . L
* C. Damage detection application
0.5; Ceeecre 3 L
As an application of the proposed transducer, damage
% 50 100 150 200 detection in a pipe is considered. The experimental setup for

Excitation Frequency (kHz) damage detection is shown in Fig.(4Band the dimensions

of an artificial crack are shown in Fig. (8. The specifica-
FIG. 16. The effect of the excitation frequengyon the transducer output. tions of the test pipe and the transducer are the same as those
(a) The peak-to-peak value/(._,) of the torsional pulse(b) the ratio of the . . .
peak-to-peak value of the torsional wave pulse to that of the Iongitudinall"sed in earlier experiments.
wave pulse. Figure 19 shows the measured signal by the proposed
transducer, which contains the distinctive pulses reflected

tation frequency, depending on the actual field situationfrom the crack. Using the torsional wave speed
However, this experiment shows the importance of the exciSt= 3188 m/s, the distance. from the transducer to the
tation frequency in maximizing the transducer performancecrack can be estimated. The result is summarized in Table II;

To check the applicability of the proposed transducer inthe damage location was accurately determined from the sig-
pipes having larger dimensions, a few experiments were corf}dl measured by the proposed transducer. Although many
ducted. The time signals obtained for pipes witt, ( ot_her crackl_ng situations should be investigated, this subject
=50mm, t=1mm, n=25kHz) and (,=50mm, t will be studied in the future. Nevertheless, the present dam-
age detection problem suffices to demonstrate the effective-
ness of the proposed transdud&ee Fig. 19
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FIG. 17. The measured signals in pipes havidg=£50 mm,t=1 mm) and
(do=50 mm,t=3 mm). The center frequencywas selected so as to yield FIG. 19. The measured signal in a cracked aluminum pipe. The Gabor pulse
high T/L ratio and outputs. with =60 kHz is used.
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In this paper a method is proposed to characterize the elasticity of isotropic linear materials from the
generation and detection of an acoustic surface wave. For the calculation of the elastic constants, it
is sufficient that only one of the faces of the sample be accessible. The methodology is based on both
the measurement of the Rayleigh wave velocity and on the determination of the normal to
longitudinal amplitude ratio calculated from the normal and longitudinal components of the
displacement of a point. The detection of two consecutive surface wave pulses using a single
experimental setup permits the determination of the elastic constants. The method is applied to
calculate Young’s modulus and Poisson’s ratio of an aluminum sample as well as their systematic
uncertainties. The results obtained give a relative uncertainty for Young's modulus on the order of
the sixth part of that calculated for Poisson’s ratio. 2005 Acoustical Society of America.
[DOI: 10.1121/1.1898663

PACS numbers: 43.20.-f, 43.40.-r, 43.40.Yq, 43.4(AtB] Pages: 3469-3477

I. INTRODUCTION Another method applied in order to evaluate the elastic
constants is partly based on the measurement of the velocity
Historically, two different techniques have been used toof the surface acoustic wave or Rayleigh wave. In this setup
determine the elastic constants of a material, one static anfle source and the detector are on the same face of the
the other dynamic. One nondestructive testing technique asample, which could be convenient in the case of complex
sociated with dynamic methods is based on the measuremegéometric form or when only one single face is accessible. In
of bulk velocities; Young's moduluk and Poisson’s ratie  addition, the identification of these waves is simple since
are then calculated from the longitudinal and shear ultrasonihey propagate great distance without hard attenuation. In
wave velocities. Measurement of resonance frequencies of &ffect, since propagation is two-dimensional rather than
slender bdralso leads to the characterization of the elasticitythree-dimensional, the intensity is not inversely proportional
of materials. The determination of the dynamic elastic CONto the square of the distance but to the distance itself. Ray-
stants from the measurement of the resonance frequencies @fgh waves can be generated using a laser and detected with
samples of diverse shape, such as cubes, parallelepipeds, Ppoint-receiver transducdiin order to measure the surface-
nonslender bar$;”is a method which has been increasingly wave energy velocities. The anisotropic elastic constants are
used. The resonance methods were limited by the lack qhen recovered by an optimization method such that the dif-
sufficiently exact solutions to the problem of estimating thefarence between the calculated and measured energy veloci-
frequencies of vibration of an elastic solid of arbitrary shapetjes reaches a minimum. In the work by Wu and F&hg,
In the aforementioned procedures, mainly plezoelectrquaybigh waves are generated by means of an impact and the
transducers are used as generators and detectors of stress,jiing waves are detected with transducers. If the velocity
waves. _ of Rayleigh waves and that &waves are known, the elastic
An alternative methodology, based upon the laseryqnsiants of isotropic materials can be calculated. The gen-
ultrasonic technique, uses lasers to gen_erate_ and to. deteéi%tion of Rayleigh waves following the wedge method and
ultrasounds. One of the advantages of using this technique {g.ection by laser interferometry have been used to measure

that contact with the sample is not required, thereby avoiding, velocity of Rayleigh waves in an anisotropic medium

the necessity for correction factors to be considered due t@smte_lz

the added overweight. In addition, the detection is almost 114 quotient of velocity of Rayleigh waves aRdvaves
point-like and the detector has a wide bandwidth in its fré< agequate for the calculation of Poisson’s ratio. In fact,
quency response. Different contributién¥describe the use poissons ratio is a single-valued function of that quotient
of lasers as detectors and/or generators instead of plezoelqg-ee for instance Fig. 6.8 in Ref. 13t is preferable to de-

tric transducers; the results provided show the extensiVgymine such velocities using two accessible faces. Despite

range of application of this technique. the fact that Poisson’s ratio has been calcufdtéom such
velocities, using only one accessible face, if the distance
dElectronic mail: nieves@us.es traveled is short then the detected waves can be partially
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superposed, which causes deviations in the measurement of 05 3.2873

Poisson’s ratio. 39
In this work, a direct method is proposed to determine 04}

the elastic constants of any isotropic material from the detec-

tion of Rayleigh wave. The method could be applied using 03¢ 30

only one single Rayleigh wave pulse, although for conve- " e B

nience more than one pulse is used here. The measurement 02 ‘

of the material’s density, the velocity of the surface wave, 4 28

and the quotient of its normal and longitudinal displacement 0.1

components are required. The key of this work is the sole use 2 6180

of Rayleigh waves. The detection at a point on the surface of 1_207-‘30 13 14 15 16 17 18 18304

a single surface wave pulse is enough to measure its velocity, a
as well as to Calcu'?‘te the normal t(? longitudinal dISpIace,‘_FIG. 1. Poisson’s ratior (continuous ling and nondimensional quantiy
ment component ratio from the amplitudes of one harmoniggotted ling versus quotient of amplituda=u, /u, .

component of the wave.

0.9126; thereforea is in the range 1.2720 to 1.8394. Hence,
Il. RAYLEIGH WAVES AND DYNAMIC ELASTIC a>1 and, furthermoreya’—1<a. From Eq.(3) the only
CONSTANTS positive solution obtained is

Rayleigh wave¥ pr'opa.gate along thg .free surfacg of a n= —2(a?-1)+2aa?—1
body without penetrating it. More specifically, the distur-
bance is confined to a surface layer whose depth is in the
order of its wavelength. In homogeneous and isotropic media
the particle motion is elliptical and retrograde near the sur-
face, and the major normal axis of the ellipse is normal to the ~ Therefore, oncey is calculated froma by means of Eq.
free surface, i.e., the vibration plane is perpendicular to thé4). the experimental measurementwqf determines the ve-
surface and contains the direction of propagatfofine ve-  locity vs=vgr/\/7 using Eq.(2). Since Eq.(4) provides a
locity of Rayleigh wavevg, and the phase velocities, and ~ Unique solution forp, Eq. (1) gives a single value fosp
vs of the bulk waved® andS, respectively, are relat&d!” by

ut)z
—] —1. (4)

1— 7 1/2
the equation vp=4dvg — (5)
)2 )2 7(16—247+87n°— 7n°)
S S
7°—87°+87| 3— —2) —16( 1- —2> =0, ) The well-known relation between Poisson’s rati@nd
vp vp the velocitiesvp andvg, together with Eqs(2) and (5),
where leads to the expression
2 2
UR 1(v
77=<—) : (2) e R
Us ~2\vs 7" —87°+169—8 ®
In addition, the quotient of normal, and longitudinaly, " vp 2_1 - 7°—87°+87y
amplitude components of Rayleigh waves at a point on the vs

surfacea=u,/u,, is related toy by the formula _ _ _ )
Equations(6) and (4) yield v. Note that Poisson’s ratio

U 2-7p only depends ony; therefore, the quotient,/u; determines
T Ny o
K Equation(2) and the well-known relation af g with the

This quotient or its inverse, the ellipticity, is an important g|astic constants allow Young's modulEsto be written as
parameter which reflects fundamental properties of the elas-

tic material and can be used in different applications in seis- ) 4pvd p3-8n2+12n—4

mology and nondestructive testif. E=2(1+v)pvs=—7j 2_goi8 @)
The experimental measurement of the normal and longi- K g 7

tudinal amplitude components of the displacement of a point ~ Equation(7) and Eq.(4), together with the values afg

due to Rayleigh waves propagating along the surface of aand densityp, are sufficient to calculate.

isotropic material allows the calculation of its quotieant Therefore, it is demonstrated that the measurements of
Equation(3) gives » from a. With the values ofy andvg, U, U, vr, andp allow the calculation of the two dynamic
Eq. (2) yieldsvg. With the values ofy andvg, Eg. (1) leads elastic constantss and v.

to the calculation obp . Finally,vg andvp determiner and Figure 1 graphically represents E) (continuous ling

E. by taking Eq.(4) into account. That is to say, Poisson’s ratio

Since Poisson’s ratio varies from 0 to 1/2 for ordinary v for the ordinary materials is given as a function of the
materials, the quotients/vp=\(1—2v)/(2—2v) ranges quotient of amplitudes. In the same figure the nondimen-
between /2 and 0 and the quotieniis between 0.7639 and sional quantity
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sample. This material is chosen because the velocity oPthe
waves in methacrylate is 2730 m/s, lower than Bhevave
velocity in aluminum, and hence the condition for total re-
flection is satisfied. The angle of the wedge must be close to

—>— EU. [—>—{OSCILLOSCOPE

oS o the optimum angle in order to obtain optimum generation; an
W K angle of 70 deg is used as a trial in our experiments.
P gl Y Rayleigh waves are detected by means of an optical het-
M I A ylelg y b

erodyne interferometer OP35-1/0 from Ultra-Opt8ayhich
allows the point-like detection of the two components of the

' _ _ _ wave at the same point, although sequentially. The detection
FIG._2. Experimental setup. Rayleigh wave is generated using the_dege method is based on the phenomenon of speckle associated
and it propagates along the surface of the sample. The detection of the. . . . . .
components of the displacement is made with an optical interferometer‘,"”th the random distribution of maxima and minima of in-

whose output signal is demodulated in the electronic @ily), and finally,  tensity observed when coherent light is scattered by a

SAMPLE

it is visualized by means of an oscilloscope. scratched surface. This detection system is equipped with a
5-mW He—Ne laser and has a bandwidth between 1 kHz and
B=E/pv3, (8) 35 MHz and a sensitivity of approximately 1 nm. The laser

. . ) beam crosses an acoustic-optical modulat®ragg cel)
obtained from Eqs(7) and (4), is shown(dotted ling. Al- which yields two outcoming beams, one being undeflected

though both functions seem to be totally independent, it, \ "\ shifted in frequency and the second one being de-
could be concluded from the analysis of the figure that & ected and frequency shifted by 40 MHz

relationship seems to exist between them. The approximate

rolation deduced is It is expected that the wavelength of the Rayleigh wave

is large compared to the diamet@0 um) of the zone illu-
B=2.618+1.332. (9 minated by the laser on the surface of the sample. Therefore,

An analytical explanation has not been found for such a e(_jetection can be regarded as “point-like.”
Y b P When trying to determine the tangential compongnt

liar relation. However raphical lication i . L2 .
culiar relatio OWever, a graphica’ app pato S dEdUCEdeane or longitudinagl both beams are directed so that they
In effect, once the quotient of amplitudess calculated, a

vertical straight line drawn through the value of this quotientStrlke the same point of the sample surface, where the direc-

intersects the graph at a point. A horizontal line through thistIons of incidencek, andk, are symmetrical with respect to

point provides the value of Poisson’s ratio to the left and thetbhetwnorrrir(lal t% tt:e surfacle, ads trs]hownl metlg. 2. TZethangle
nondimensional numbeB to the right. Young’s modulus is etweerk, and the normal and the angle betwégrand the

calculated from Eq(8) normal are both approximately equal #&=37.5 deg in our
The aspect ratia 'Of the elliptical trajectory of the sur- C2S€- The scattered light is collected in the normal direction

face particle is of great importance. Such a ratio is used herJéO alr;dthdlretc):_tedt_to t_hethde(tjecttori_ f1h | t
to calculate the elastic constants and it is equal to both th ¢ elo Jech|ve IS | ehefec lon o i:torgqs componen
ratio between the vector and scalar potential amplitudes an ut of plang, then only the frequency-shifted beam is inci-

the ratio between the shear and normal stresses in any pla Slrllt ondthel surliace n d|;]ect|((jjq anddthe dﬁflel;:ted I|gh_t IS
parallel to the surface at any depfh. collected alongk,. It is then directed to the beam mixer,

where it interferes with the unshifted frequency beam; fi-
nally, the resulting signal arrives at the detector.

A Rayleigh wave propagates on the surface of the

Our methodology, based upon the determination of thesample, as a result of the conversion of lhevave. Let axis
Rayleigh wave velocity g and the quotient of amplitude, =~ OX be in the direction of propagation and axisy perpen-
is applied in order to calculate the elastic constants of a condicular to the surface. Therefore, the total displacenueot
mercial aluminum block, with density=2827 kg/ni. This  a point can be expressed by its component on the surface of
block is previously annealed in order to eliminate its internalthe sampley, (in plane and the perpendicular component
stresses; the sample tested is then homogeneous. Figurgdit of plang, i.e., u=u,i+uyj. This assembly permits the
presents the experimental setup. The excitation of Rayleigbetection of the longitudinal, and transversa, components
waves is performed by means of the wedge methbdsed of the motion of the point by sequentially using the in-plane
on the conversion oP waves into Rayleigh waves. A piezo- and out-of-plane detection configurations. This is done by
electric transducer of 0.5 MHz is set on the sloping surfacevarying the paths of the beams within the interferometer, an
of the wedge, which is acoustically coupled through one ofelementary operation carried out by means of a switch which
its faces to the surface of the sample. Fheave emitted by opens and closes shutters. If the system is operating in the
the transducer propagates through the wedge and encounténsplane mode and is the displacement of a point on the
the interface between the wedge and the sample at the incsurface, the resulting variation of the phase associated with
dent anglea. The generation of the surface wave is optimalthe path difference is equal t=[4u,(t)sin 6]/\, wherex
when the angle of incidence is equal to the optimum anglés the wavelength of the laser atdhe time. In the same
a., wherea.=sin Y(vp,/vr), andvp,, is theP-wave veloc-  way, for the out-of-plane configuration, such a variation is
ity in the wedgewp,, must be less thang in order for this  equal toA,=[4mu,(t)cosd]/\.
technigue to work. A methacrylate wedge is adhered to the  The ac signal obtained as output of the optical unit is

I1l. EXPERIMENTAL PROCEDURE
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demodulated in the electronic unit to obtain a potential dif- 3 q
ference proportional to the displacement of the point of de-
tection on the surface. The factor of calibration of the system
for the range of frequencies considered is approximately 49.2 2 -
and 64.1 nm/V for the transverse and longitudinal compo-
nents, respectively. The quotient of the potential difference
V{, associated with the transverse component, and that de_ 1
noted V|, corresponding to the longitudinal component, 505
is  V{IV/=(u,cosb)/(uysind), which gives u,/u,
=(V{/V|)tan6. Hence, it is not necessary to consider the 0 Ju
calibration factor. The generator which supplies the piezo-
electric transducer simultaneously sends an ultrasonic puls:
and triggers the digital oscilloscope which measu/éss a -1 1
function of time. The generator then triggers another equal
pulse andV| is synchronously measured with the previous 18 t (us)

pulse. The effect is as W{ andV, were measured simulta-

neously, except for the noise. The quotient of the transversg/C- 3. Normal componentsolid line) and tangential componerdotted

and longitudinal components can be obtained from both th%ne) of the displacement in nanometers of the Rayleigh wave detected at
qguotient of the potential differences and the tangent of the o

angle created by the incident beam and the perpendicular to . ) ) o
the surface, i.e.u,/u;=(V{/V|)tané. Indeed, in order to high frequen_cy attnbutablg to the noise of magnitude sw_mlar
measure the potential differences accurately, it is more advid® the magnitude of the signal untit=8 us. For the longi-
able to generate not a unique pulse but a series of repeatédfinal component, the noise is the only signal until
identical pulses and to average the detected values. ~10us; thus, there is no useful information before those

Using this optical interferometer the Rayleigh wave ve-Values are reached. It can be verified fram10us that
locity is also determined. In theory, the velocity is calcu-  When a harmonic plane Rayleigh wave propagates, the trans-
lated by measuring the separation of the emitter from the/6rSe component is shifted 90 deg in phase with respect to
point of detection. This distance divided by the time elapsed® longitudinal component. In Fig. 4 the resulting trajectory
is the Rayleigh wave velocity. However, the emitter is notdescribed by the ar_1alyze,d pOInt,IS presented. _
point-like; hence, the separation of the point of detection to 1€ detected signalg; andV; are later smoothed with
the emitter is not well defined. In addition, there is always a2 Hanning window, which has a Gaussian distribution. The
certain delay between the time of application of the tensiorP€aK Of the out-of-plane component coincides with the center
pulse to the transducer and that when the resulting wavef thg time window. Therefore, the S|gnals have consistent
leaves its external face in contact with the wedge. Thes@MPlitude at the center and zero amplitude at each end. The
facts lead us to look for an alternative method. A simple andUface wave components essentially retain the same ampli-
precise method is based upon the determination of théude, Wherea§ noise components are reduced. FlgureSShows
elapsed timet;, of the wave at different points located at the fast Fourier tr_ansform qf the_ measured voltage_s which
coordinatess; . In Fig. 2,P;, P,, Ps, andP, represent the Were smoothed ywth a_Hannmg window. T_he harmonic com-
points of detection where the arrival of the waves is re-ponents shown in the interval of frequencies of apparent in-

corded. The slope of the straight line of linear regression of
the set of valuesx,t;) yields the velocityvg. 3

2.5 1

2.5

IV. EXPERIMENTAL RESULTS

For the observation and analysis of the signal detected in
the oscilloscope, the sampling frequency used is 100 Msa/s
and the number of pointd =2500. The signals are averaged
in order to improve the signal-to-noise ratio. The peak-to-
peak voltage for the normal component measured by the os-
cilloscope isV; =62.8 mV and for the tangential component,
V/=32.8mV. In order to turn the volts measured by the
oscilloscope into meters, the detected potential differences
are multiplied by the corresponding factor of calibration. '
Figure 3 shows the results obtained for the displacement as-
sociated with the normal componefmheasured in nm and
drawn as a continuous linand longitudinal componergin
nm, dotted ling of the Rayleigh wave at poim, , previously
shown in Fig. 2, as approximately 7 cm from the end of the
wedge. In Fig. 3, the normal component has oscillations of FIG. 4. Trajectory described by the poiR due to the pulse.

out (nm)

in (nm)
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FIG. 5. Amplitudes obtained from the calculation of the FFT of the potential FIG. 6. Ratio between the normal and tangential amplitude components of
differences detected for the transverse and longitudinal components. Thie displacement of the Rayleigh wave for the interval of frequencies of
interval of frequencies of interest around the central frequency of the transinterest.

ducer is shown.

which shows that the down shift of the frequency is also due

terest(i.e., frequencies close to 0.5 MHz, which is the central®© thlf_ transducer itself. N ent of amlitud N
frequency of the piezoelectric transducer used as wave gen- ' '9U'€ 6 represents the quotient of amplitudes versus the

erato) are transverse and longitudinal. Hence, it is expecteérequency for the amplitudes shown in Fig. 5. The quotint

that the harmonic components of a frequency of approxi-s’hOWn in Fig. 6, is obtained, for each frequency, by deter-

mately 0.5 MHz would be of maximum amplitude, although mining the quotient of the amplitudes given by the FFT and

the maximum amplitude does not correspond to 0.5 MHZmuItipIying the result by ta®. Moreover, Fig. 7 shows the

but to 320 kHz. The amplitudes given by the FFT for thedn‘ference of phase between the transverse and longitudinal

latter frequency are 4.04 and 1.94 mV for the transverse anﬁomponents versus the frequency. From the analysis of these

o , . igures it is deduced that both the quotienand the differ-
longitudinal components, respectively. By numerically

. : : ... ence of phase remain approximately constant in the interval
studying the propagation of a damped harmonic wave, it is .
. . . of frequencies between 200 and 900 kHz. It seems conve-

deduced that the maximum amplitude in the spectrum corre-. . i
. nient for the calculation of the elastic constants to take the

sponds to a frequency smaller than that theoretically ob-

. . . uotient corresponding to the frequency whose amplitude in
tained without damping. The fact that the wave undergoeq P 9 q y p

, ) e spectrum is at a maximum, i.e., the quotient for 320 kHz,
damping when being propagated through the methacrylar\%hose value isa=1.60. The difference of phase obtained

wedge and, to a lesser extent, through the aluminum SamplBetween the transverse and longitudinal components for that

could contribute towards_, this shift in the maximgm ampli'frequency is 89.3°. The displacements associated with the
tude'. It could also cgntrlbute tovyards such a shift the Conémplitudes given by the FFT are calculated by multiplying
version of theP wave into a Rayleigh wave since, for smaller

: . , b the potential differences for 320 kHz by the factor of cali-
frequencies, this conversion seems more efficient. As ShOWBration corresponding to each component; the values 0.199

in Ref. 21, to effectively excite the Rayleigh surface wave,nq 0124 nm are obtained for the transverse and longitudi-
the source frequency should be controlled in the proper

range.

With the aim of detecting, by means of the interferom-
eter, the direct wave emitted by the transducer, it is adherec  ; sog+0z |
to a face of the aluminum plate, whose thickness is 5 cm, anc
the displacement of a point is detected on the parallel face  *°%*% 1
the detection point being opposite the central point of the
transducer. The spectrum of this signal shows that the interg
val of frequencies, for an amplitude half of the maximum, & 2.00£+02 4
corresponds to a bandwidth between 150 and 725 kHz. This®
result seems to confirm that the maximum of amplitude shifts
to a lower frequency. In addition, a second experiment with 1 .00&+02
the transducer is performed. A scratched aluminum foil is
adhered on the exciting face of the transducer in order to
measure with the laser interferometer the displacements at  ¢.00e+00 ‘ . . ‘ ‘
point on its face. The maximum amplitude frequency associ- 0 200 400 600 800 1000
ated with the measured out-of-plane displacement is 427 kHz
kHz, the bandwidth being 178 kHirom 372 to 550 kH¥, FIG. 7. Phase difference between the normal and longitudinal components.

4.00E+02 4

2.90E+02 A

1.50E+02

5.00E+01 | Theory
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nal components, respectively. Similar graphs to Fig. 6 andhe damping applied to the piezoelectric device; and the ab-
Fig. 7, for the quotient of amplitudes and difference of phasesorption of the wave by the material.

as a function of the frequency, are obtained for all the points  As regards the wavelength of the Rayleigh wawe,

of detection. =vgr/f, in the present study its value is equal to approxi-

The Rayleigh wave velocity is then determined from themately 5 mm, which is much larger than the diameter of the
arrival time of the wave to four positions. The sample isilluminated ared0.02 mm. Hence, the detection can be con-
mounted on a translational mechanism with which it can besidered to be point-like.
moved with a precision of 0.01 mm. On fitting a straight line
to the measured datx;(,t;), the straight line obtained ig
=28§8.2(—9~ 106, r=1.000, whose slope gives the wave V. ACCURACY
velocity vg= 2868 m/s.

Once botha=u,/u; andvg are known, it is possible to The standard uncertainty, limited to the component of
determine Young's modulus and Poisson’s ratio as analyzedncertainty arising from a systematic effect, is evaluated for
in Sec. Il. By taking the value of the raticorresponding to  each measurement and for each involved quantity. The val-
the frequency whose amplitude is at a maximum, ig., ues obtained represent an estimation of the corresponding
=1.60, Eq.(4) gives 7= (vr/vs)?>=0.877. From the value uncertainties, and they are not based on any statistical
7, Eq. (6) directly provides Poisson’s ratio,=0.359. In ad- method?? Poisson’s ratiov and Young’s modulu€ are cal-
dition, sincevy and p are known, Eq.(7) gives Young’s culated from indirect measurements applying E@.and
modulus,E=72.1 GPa. (7), respectively. It is generally accepted that the systematic

In order to verify the validity of these results, the bulk uncertainty of an indirect measurement is estimated by
wave velocityvp is determined by using twB-wave ultra- means of the differential of the function which relates the
sonic transducers adhered to opposite faces of the sampi@agnitude to be calculated to the directly measured
one acting as emitter and the other as receiver. The velocitnagnitudeg?
obtained isv p=6345m/s. Repeating the measurement with ~ The potential differences associated with the transverse
Swave transducersys=3092 m/s is obtained. With these and longitudinal components are directly measured in the
values, the Rayleigh wave velocity calculated by applyingexperiments carried out. The digital oscilloscope used, Tek-
Eqg. (1) is vg=2888m/s. Taking the values, andvg as  tronic TDS-430A, provides 9 bits for a sampling frequency
input dataf andv are 72.7 GPa and 0.344, respectively. Theof 100 Msa/s and 2500 points. The detection of signals is
relative differences of the values obtained from the Rayleigtperformed with the vertical scale of the oscilloscope corre-
wave and the previous values from the bulk velocities aresponding to 80 mV. With these values, a sensitivitylbf
0.82% forE and 4.4% forv. =0.156 mV is obtained for the potential differences recorded

These differences between the values of the elastic coren the oscilloscope.
stants can be due to diverse factors affecting the processes of In the calculation ofy, the values of the amplitudes
generation and detection. First, small deviations in the meagiven by the FFT of the signals registered by means of the
surement of imply important variations of the value of as  oscilloscope are used. Therefore, it is necessary to determine
deduced from Fig. 1. Another factor is the low efficiency of the uncertainty which corresponds to these amplitudes.
generation: in the experiences carried out, the value of the The problem to solve now is the calculation of the un-
amplitude of the Rayleigh wave approaches the limit of decertainty of the Fourier transform of a sampled function, i.e.,
tection of the system, and therefore noise can mask measuref @ DFT. The digital oscilloscope used in the experiments
ment. This is especially true when considering the in-plané@nd described in this article takéssamples whose values
component. What is more, the angle of the wedge decisivelpref;, Vj=0,1,2,...N—1. This sampled function can always
influences the amplitude, since such an angle must be tHee written as a sum of complex harmonfégor example, in
optimum; in our casef,=sin (2730/2868}72.15deg, the form
which is very close to the 70 deg of the wedge used. In
addition, the polarization plane of the wave must coincide
with the plane of detection, otherwise the in-plane compo-
nent would be only partially detected.

_ The r_esults ot_)tained for the Rayleigh wave show that th§ herei is the imaginary unit ané,, Vk=0,1,2,..N—1, is
field of this wave is not a perfect plane wavefront. The peakyhe so-called discrete Fourier transform of the sampled func-
to-peak voltages measured at poifts, P,, P3, andP,  ion f,, whose expression is given by
differ up to 2.9% for the out-of-plane component and up to
12% for the in-plane component. Fluctuations in the ratio N-1
u;/u, are observed at the different points of detection, Fk:N*lE f; exp(—i2mkj/N). (12)
whereby the variations in the values obtained approach 10%. =0
Close values have been obtained by other researchers with
similar systems of detectid. The causes which could ac- In the present casg; is real and its “true” value is
count for these discrepancies include instability of the detecincluded in the intervaf; = Uy . If the most unfavorable case
tion system; changes in the connection with the transducer as chosen, Eq(11) permits the estimation of the maximum
in the pulse emitted during the averaged time; the effect ofalue of thekth harmonic

N—-1

fi= > Frexpi2mkj/N), (10)
k=0
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FtUg = max N~ [ (fo+ Ut )exp(0) +(f, = Uy) As mentioned earlier, for the case under study the maxi-
mum values of the amplitudes in the spectrum for the fre-

Xexp(—i27k/IN)+---]} quency 320 kHz are equal 1] =4.04 andV|=1.94mV.

R . For these valueg=1.60 and its uncertainty ;= 0.208. The
N™H{foexpl0) + 1y exp(—i2mk/N) first term of Eq.(17), associated with the transverse compo-

+---+ma>{iUfo exp(O)iUfl nent, represents approximately 19% of the valueUgf,
_ whereas the contribution of the second term corresponding to
xexp(—i2mkIN)=---]}. (12 the longitudinal component is 39.5%, and that of the term

due to the measurement of the angle, 41.5%.
Analogously, the absolute value of the differential pf
Up =maxN~'[+U; exg0)+Uy, from Eq. (4) is calculated in order to determirig,, i.e.,
_ U,=|dnlsalU,, and the values obtained arg=0.410 and
X exp(—i2ak/N)+---1} U,,=0.041. Finally, the same methodology applied to .
N-1 givesU ,=|dv/dn|U, , whose value i$J ,=0.150, and rela-
=N‘1ma><{ > [*Uy exp(—i27-rkj/N)]]. (13)  tive valueU,/v=41.7%. If it were assumed that the angle
1=0 : could be measured exactly, the relative vallig/ v, due to
As all measurements are made in the same oscilloscopdlectric quantities, would be approximately 24%.
range Uy is unchanged for all measurements, and by denot- The systematic uncertainty of Young’s modulEiss es-
ing U; asU;, it follows that timated with the help of Eq(7). In order to measure the
! massm=>5.077 kg of the sample, a scale is used with a sen-

Hence

N1 sitivity U,=1 g and the volume is determined from the di-

U, =N"1U; max{ ZO [iexﬁ_iszkj/'\')]]- (14 mensions of the parallelepiped,L;=30.0cm, L,
: =119.71 mm,L3=50.00 mm, whose respective sensitivities
The terms in the sum are homogeneously distributed over th@reULl: 1 mm, UL2: UL3:0-05 mm. The density obtained
complex plane. Let the first term of this sum have a positivgg p=2827 kg/ni and its uncertainty) ,=13.99 kg/ni. The

sign. Therefore, the sum of the complex values is at a maxirayleigh wave velocity turns out to have an uncertainty of
mum if the sign assigned to each term causes the assomatngZG 68m/s since. in the measurement of the time
v " !

complex number to be a positive real part. When represen@apsed' it is estimated that;=0.01xs and, for the mea-

ing the complex numbers taking into account the suitabley,rement of the distance between the points of detection, the
sign to maximize the sum, it is found that the maximumyransiational mechanism is used withy=0.01mm. Finally,

value of the modulus of the sum is a systematic uncertainty fd of valueUg=5.26 GPa is ob-
N-1 tained, which represents a relative valug/E=7.3%. This
Ug = N~ U E |cog2mkj/N)|. (15  value is approximately the sixth part of that calculatedifor
i=o0

The estimation carried out for the uncertainty of the
The value of the sum for large values®imultiplied by =~ measurement of Poisson’s ratio is valid for the material un-
N~ is equal to 2#, which is the result for almost all values der examination and the experimental setup used. This esti-

of k. This fact leads to mation can be extended to most metals whose valuesaoé
similar. If the uncertainties of the elastic constants of other
Up :EUf. (16) materials were calculated, the results would be different,
ko even with the same experimental setup. The uncertainty of

andE can also be estimated by considering average values in

viously obtained for the sensitivity of the potential differ- the palculat|o_n§. In effect, the .quot|enta—ut/u_, vares
gonlmearly with v; hence by takingr as a function ofa,

ences of both operation modes of the interferometer in th hich i idered ind dent variable. the diff
process of digitalization. Finally, in the range of frequenciesw ICN IS considered as an independent variable, the ditteren-

of interest, a systematic uncertaintl-=0.0995mV is de- tial of v is qV=(dv/Qa)da. qu a specific uncertglntya,
duced. the uncertainty ob will be maximum when the derivative of

In order to estimate the uncertainty from the angle, the” with respect to a _is maXim””.‘- Howev_er, asu,
y g (Av/Aa)U, and the interval of existence ofis Av=0.5

data from the manufacturer are used and the two incidence 4 that ofa. Aa=0.56 imati b d
angles are supposed equal. The angleme both equal to and that ofa, 2a=1.95, an average estimation can be made

37.5 deg and their estimated uncertainty, 0.026 radians. for gll the materials, WhewV:QBSan' If t.h|s result is .

The next objective is to evaluate the uncertaintyaof applied to the case studied with the aluminum sample, it
—u,/u;=(V!/V/)tan6, which is equal to givesU ,=0.183, which is a result whose order of magnitude
Mt - t | '

differs slightly from that previously calculated. In order to

In our caseU;=0.156 mV, which is the valu&l,, pre-

1 ' estimate the uncertainty &) the uncertainty oB= E/psz is
Ua=| — Xtané | (Ug) +| —5 Xtané | (Ug) first evaluated. If it is assumed thatand v are measured
Vi Vi with high accuracy, thetg=pv3Ug. In the same way,
v, 1 Ug~(AB/Aa)U,. Hence, by taking the values &B and
-t )( ) (17)  Aa given by Fig. 1, it is concluded thatz=1.18J,, and
V| cos 0 henceUg=1.1&v3U,. For the case studied and the experi-
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mental setup used)g=5.70 GPa is obtained, which is a wave of larger amplitude compared with the noise. Hence,
result close to that previously calculated. the high uncertainty obtained for Poisson’s ratio is due,
The presented methodology could be called absoluteamong other factors, to the low efficiency of generation.
Nevertheless, a relative measurement or calibration measure- Furthermore, the mathematical dependence oh the
ment could also be done. There are at least two similar waygmplitude quotient is such that its accuracy is critical in re-
of doing such a calibration using a test sample whose elasti@tion to the measurements carried out, which makes the
constants have been measured by a very accurate methgtethod difficult to apply. Thus, a relative uncertainty of such
(but with errop, for instance by pulse—ech(l) Equation(6) a quotient of 13% yields a value for the uncertaintyvadn
determinesy from v. Thereafter, Eq(4) permits calculation the order of 42%. In order to have a low uncertaintyvpft
of u;/u;, by substitution ofy. If V{/V| is measured for a IS necessary to measure the amplitude of the wave with high
Rayleigh wave on the surface of the reference sample, thedccuracy. On the other hand, the method provides much
the angle ¢ can be calculated by the formula tan more precise values @. It is estimated, taking average val-
=(u/u)/(V{IV)). However, the value of will be affected by ~ ues, that the uncertainty ofis approximately six times that
their corresponding errors, which should be substituted int®f E,*> which demonstrates the existing difficulty of measur-
Eq. (17). The results obtained from the Rayleigh wave alonging » with high accuracy when applying this method.
with those from the pulse—echo method are given in Sec. IV. A classic method for the calculation efis the measure-
From such results for the sample studied and following thenent ofvp andvs through a material plate. From the equa-
above methodology, it is found that the value ffs 37.1  tion vy/vs=+(1-2»)/[2(1-v)], it is deduced thatJ,
deg. Hence, the elastic constants for the tested sample from|dv/d(vp/vs)|U(vp/vg), and as the interval of existence
the Rayleigh wave measurements and this valué afeE  of vy/vg is (0,0.73, the derivative|dv/d(vp/vg)| is ap-
=71.53 GPa and=0.341.(2) One could maintaird as an  proximately 0.5/0.7%0.7. Since the values obtained for the
unknown value and measuw andV, for two test samples, Velocities arevp=6345m/s andvs=3092m/s, which are
one with unknown elastic moduli and another with knownaffected by their respective uncertaintigs_=4.63 m/s and
elastic constants for reference purposes. For both samples,Ut, .=1.26 m/s, the classic method yields a systematic uncer-
is calculated thati, /u;= (V{/V/)tané and the respective ex- tainty for Poisson’s ratio equal #d,=0.0016 and a relative
pressions ofy in function of 6, by Eq. (4). Finally, the re-  value U,/»=0.5%. Despite being much smaller than that
spective substitutions into E¢6) give two equations, which  corresponding to the proposed method, this method has the
permit the calculation of the unknown Both procedures are  serious disadvantage that the test sample should have prefer-
affected by the errors of four voltage measurements, angply two opposite faces accessible, whereas the method pro-

consequently, they do not seem to offer much better than thgosed does not require more than one single accessible face.
method that includes the goniometric measuremer#t afd

two voltages.
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A description of two-dimensional acoustic fields by means of a joint “space-wave number”
representation is discussed. A function defined in the phase-space donyaky (k) is associated

with a signal which is a function of spatial coordinatesy(). This paper presents two methods to
realize it. The first is to associate with each poixty) of the wave field a two-dimensional wave
number spectrumk( ,k,), called local spectrum. The second is to process by other coordinates the
wave field along an arbitrary direction, introduced in quantum mechanics for the study of classical
billiards, and provided by the Birkhoff variables, €os¢). Phase-space diagrams are given by
quadratic phase-space distributions. Simulations are presented for wave fields in a 2D planar
waveguide for a pedagogical point of view with Gaussian beam or point-source excitation, and
nonuniform waveguides as a sudden area expansion chamber and an open billiard with a single
incoming mode at the entrance of each of them. In these problems, local spectrum and Birkhoff
analysis are used in order to identify the structures hidden in the field. The result is the contribution
of different wave vectors which contribute to the field value at the analysis point or at a certain
section of the boundary, and show complicated structure of the acoustic field like whispering gallery
or diffracted waves. ©€2005 Acoustical Society of AmericdDOI: 10.1121/1.1898123

PACS numbers: 43.20.MMLT ] Pages: 3478-3488

I. INTRODUCTION (A, B, andC) are supposed to meet at poidt
In the present study, we propose methods for Iocalf Another point of view was proposed to represent such a

. . . . o function in acoustics, in the framework of underwater
analysis of time-harmonic acoustic wave field in a two di- . 78 S .
_acoustic® to study the propagation in an 2D oceanic wave-

mens!onal space. Itis gsual to dgscnbe a space-varying SI%l_uide. In these studies, the results are presented as a function
nal with complex amplitudés(r) in the wave number do- of the variables ¥,k,) for a givenx
il y .

main by means of its wave number spectr@tk) [Fourier In additon, a method proposed in  quantum

transform 0fG(r)], which may be interpreted as the distri- o, ;a0 (with Dirichlet boundary conditionsconsists

bution of the energy of the wave field as a function of theof taking all the information of a wave field in its normal

wave number. Nevertheless, it does not give any information, .~ . . .
S . derivatives estimated on the boundary. Phase-space distribu-
about thelocal distribution of the energy as a function of

L .~ tions used on such a signal is provided by the so-called
both the space and the wave number. This justifies the 'mroéirkhoff variables cos<p)gwherespis the coor):jinate along
duction oflocal spectrum and the use of phase spack). ' ’

The representation of a wave field in the phase space itstje boundary, an; /k=cose its conjugate normalized

. : . .~ Wave number parallel he wall.
an old idea which has recently received much atterttion. ave number parallel to the wa

This representation implies that the distribution of the energy, The Paperis organized as follows. In the following sec-
) . . . ion, we review the most common methods for space wave
of the wave field is analyzed simultaneously in both the

rHmeer representations. This way of representing the wave

space- and the wave number domains, as a distribution call . . . . .
. . fleld is then applied to three problems in acoustics. First, the
local spectrunf. Phase-space diagrams are well known in o . .
. o well-known problem of 2D planar waveguide is revisited in
guantum mechanics, where both the position and the mo:

mentum describe the behavior of a partffeThe use of Sec. Il in a new point of view. Second, a sudden area ex-

. . . . ansion is analyzed by this way in Sec. IV. We then consider
phase-space diagrams in radiation problems was first pro- - |
. o548 : . In Sec. V an open billiart that has been discussed recently.
posed in optics>® and more recently in acoustié§,where

the link between phase-space distribution and ray concethma"y’ conclusions are presented in Sec. V1,

was made.

_ For propagation_in Cartesian co_ordinates, the wave fielqll_ PHASE-SPACE DISTRIBUTIONS

in 2D may be described as a function of the four variables

(x,y,ky ky), called phase-space distributibrlo represent In the following, we are concerned with the acoustic
this distribution, the choice proposed in Ref. 4 is to choosdield G(r) (a time dependence '“! is assumed and sup-

an observation pointx(y) and to represent the result as a pressed in the following The notations in a Cartesian coor-
function of (k,,k,). For instance, in a waveguide, Fighl dinate frame are, for the space coordinates, the vector
shows the ideal local spectrum for an observation p@int =(x,y), and for the wave number coordinates the veé&tor

according to the configuration of Fig(d), where three rays = (k,,ky). Expressions such dsr mean the scalar product
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1
MWVD (1K) = —zf M (0)SSFT(r,k+ 0)
ar

X SSFT(r,k— 6)de, ()

where SSFT is the short-space Fourier transform fdr{d)

is a window. Some useful properties may be considered
FIG. 1. (a) Spatial behavior in a planar waveguide of three rayB, andC, which can be gamEd by an appropriate choice of the window
which cross at an analysis poidt (b) Ideal local spectrum i showing, in M (#). Two cases are

the wave number domain, the contribution of those three rays. If M(6)=m?5(6), whered is the Diracé function, Eq.

(3) leads to MWVOr ,k)=HD(r k).

otk Last ) like [---d ‘ If M(6)=1, for all 8, Eq. (3) leads to MWVDOr k)
(kx+kyy). Last, expressions like[---dr represen —PWVD(r K).

JJ---dxdy, and all integrations extend frome to +oc if This distribution may consequently be seen “between”
not specified. the HD and the PWVD and it combines the properties of
A. Husimi distribution ~ (HD) both. It can produce the desired representation of a multi-

component signal such that the distribution of each compo-

The ~ Husimi distribution introduced in quantum nentF 4(r) is its PWVD, avoiding cross terms between com-
mechanic¥ (denoted in the following as HDis the most ponents.

widely used tool to analyze the local spectrum of a signal. It

is easily shown that the HD is the squared modulus of a

Gaussian-windowed Fourier transforfdenoted in the fol-

lowing as GWFT applied in optic%ﬁ and acoustids® or D. Smoothed Pseudo-Wigner—Ville distribution
short-space Fourier transforfdenoted in the following as (SPWVD)

SSFT in signal processing? The HD of a space domain It has been shown that smoothing the WVD reduces the
harmonic functionG(r) is expressed as importance of amplitude cross terfishut at the expense of
HD(r,K)=|GWFT(r,k)|2, smearing the autocomponent concentration as for the

PWVD. The SPWVD uses two independent smoothing win-
dows: a spatial averaging window({B) and a wave number
averaging windoww(e«). This double-smoothing operation
produces an improvement of the representation by reducing
the cross terms. The SPWVD can be defined as

2
=jG(r’)w*(r—r’)e‘ik"/dr’ , )

where GWFT denotes the Gaussian-windowed Fourier
transform of the functiorG(r), andr is the position of the

center of the space window(r), which is supposed to be a a\|? @
Gaussian window. It is a real and positive phase-space dis- SPWVD(r.k)= | |w 2 h(B—1)G| B+ 2
tribution.
[44 .
X G*| B— 5) dgle *da. (4)

B. Pseudo-Wigner-Ville distribution  (PWVD) The independent smoothing in the space- and wave number

The pseudo-Wigner—Ville distributiofPWVD) of the  domain yields significant practical advantages, resulting in a
function G(r) is defined®>**by great flexibility in the choice of smoothing window, applica-

) tion, and efficient computatiol?.

G 2

@ @ a\
PWVDG(r,k)zf ‘W(E) r+§)G*(r——)e eede

. . ) o E. Birkhoff variables
wherew(r) is an even functior{called window which in- ] ] ]
troduces bounds of integration in contrast to the Wigner— Another phase-space analysis exists according to new
Ville distribution?5135(\WVD). The PWVD has several sig- coordinates. In quantum mechanics, a natural way of reduc-
nificant properties: it is real and not everywhere positive.Nd the quantum problem from two dimensions to one is to
Moreover, this distribution is quadratic as the HD, ratherStudy the properties of a wave function on the wall which
than linear as the GWFT:8 But, in contrast to HD(except qualifies the field on boundaries. Neumann boundary condi-

for neighboring termis it generates large cross terms locatedtions are required for acoustic problems, and phase-space
midway between components. distribution representation of a wall wave function, also

called a Birkhoff map® or quantum Poincarsection is
given by phase-space coordinatescpse). The variables
linked to the surface arg an arc length along the boundary,
and its conjugate normalized wave number geg /K,
The modified Wigner—Ville distributiofMWVD) has  which is the normalized component of wave number parallel
been introduced by Stankovfc etal. in the signal- to the wall, wherep is the angle of incidence as shown by
processing framework. It is defined according to Fig. 2. Instead of vectors andk, the space and wave num-

C. Modified Wigner-Ville distribution  (MWVD)
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with 8,0 the Kronecker tensor ankl= w/cy. Note that the
FIG. 2. Birkhoff variables are fixed by specifying the arc length along theGreen function IG=3" -G...
boundary parametrized by and normalized component of wave number m=0>=m

parallel to the wall cogp=k /k. .
1. Phase space of four variables

For a 2D waveguide, the parameters used for the com-

ber coordinates are, respectivelyand ks=k cose. Thus, putations are the height=49.97, which allows 100 propa-

expression of the scalar produkir means the product gative modes wherg is the wavelength of the source, the
~1 and the density ispg

k cospXs. wave velocity iscy=340ms
=1.2Kg-m 3. The waist of the Gaussian beam has been
arbitrarily located ako=0 andyy=h, and the choice of the
central mode in the group i,=69. We denote the mode
bundle width as followsAM and take the valu& M =25

IIl. 2D WAVEGUIDE PROBLEM according to criteria given in Ref. 18. It is weighted by a
Gaussian windo® with a beamwidth parameter as=0.04.

In this section we propose phase-space distributions iPhase-space distributions are computed at the poiy) (
various settings. The concepts and the qualitative observa= (75\,20\). Here and in the later sections, simulations
tions discussed in the Introduction and in Sec. Il are appliedvere realized with a 512-point FFT algorithm using zero
to a 2D planar waveguide with Gaussian beam or a pointpadding[spatial windoww(r), which is used in both the HD
source excitation§’ ' The purpose of choosing a Gaussianand the PWVD, is such that its width alongandy axes is
beam or a point source is to provide a convenient test case ¥,=W,=8\]. Results given in Fig. @) and Fig. 3c)
compare numerical results. The phase-space distribution f@how, respectively, the HD and the PWVD at the observer
a Gaussian beam or a point-source excitation in a plangpoint. The cross, which is located on the radiation circle,
waveguide is formally obtained by substituting either the en-describes a geometric ray emanating from the point source,
tire or a part of the modal Green’s function, which is taken aswvhich reaches the observer point with one reflection at the
a reference solution, into the definitions of the HD, thelower boundary. Phase-space distributions are, at sufficiently
PWVD, the MWVD, and the SPWVD. high frequency, highly localized in phase space around the
“skeletal point”’® with an exponential decajGaussian in
fact, due to spatial windowv(r)]. Considering simulation

Because of the Neumann boundary conditiony a0 shown in Fig. 8b) and Fig. 3c), the PWVD offers higher
andy=h of Fig. 3(a), the modes are discrete with a vertical resolution than the HD for a monocomponent signal. Simply
wave numbek,,=ma/h, with m the mode index and the  stated, the PWVD uses finite bounds of integration in con-
height of the planar waveguide. A propagating mode can thurast with the WVD. This results in a function which, relative
be regarded as two interfering sets of rays at anglgs, to the true WVD, is smoothed with respect to the frequency
=arcsink,/k), and this interpretation has been widely domain only, whereas the HD is the result of the true WVD
used?® A cluster of modes is known to produce an interfer- smoothed in both frequency and space domafts The
ence maximum along a trajectorfemanating from the large positive values, named “island$>which are located
source equivalent to the path of the “modal ray,, for the  on the radiation circle, are well suited according to the de-
central mode in the grould:*® The field of a modal Gaussian parture angle of the Gaussian beasyy. Indeed, as dis-

A. Gaussian beam excitation of a 2D waveguide

beam may be expressed as cussed in earlier sections, the HD is equivalent to a blurred
PWVD.
M2 . .
E o l(m- mo)2] ’ZUZGm(r,rO), 5 2. Birkhoff analysis
m=M The horizontal axis of the Birkhoff map, which de-

scribes the position along the boundary, varies from 0 to

200\ with \ the wavelength of the sourd€ig. 3(a)]. Only
where e [(Mm"m)?20* s 54 Gaussian window, witim, the  one variable(notedx) is necessary for such a representation
index of the central mode of the mode bundi#; and M, in the phase space. The coordingtes arbitrarily chosen
the mode indexes which determine bounds of the modsuch thaty=0. The Gaussian beam hits the lower boundary
bundle, andG,, the modal Green function with mode index along the parametes of the 2D waveguide at two different
m, given by fixed points, noteds=s; ands=s,, and bounces off with
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FIG. 3. (a) Magnitude of the Gaussian beam in the 2D waveguide. Local spe¢tranose, =sin ¢) normalized by the wave numbkifor the HD (b) and
the PWVD(c) at the observer point with Cartesian coordinateyY= (75\,20\) for a Gaussian beam excitation at the upper interface with departure angle

corresponding t@g,. Dashed circle{—a) represents the normalized radiation circle, which is the trigopnometric circle. Birkhoff magdHind PWVD(e).
Skeletal points are represented by crosses.

the same angler as shown in Fig. @. Simulations were B. Line source excitation of a 2D waveguide
performed, here and in the later sections, with a 2048-point
FFT algorithm. Spatial windowv(r) used in the HD[Fig.
3(d)], and in the PWVD[Fig. 3(e)], is applied such as its .
width alongs axis isW;=51\. Figure 3 shows the behavior _

of a Gaussian beam in a 2D waveguide according to the G(r,ro)—mE:O Gm(riTo), ™
Birkhoff map with the help of the HOFig. 3(d)] and the
PWVD [Fig. 3(e)]. Islands are centered on the coordinates o
the ray path of the central group of the mode, which is rep-L. Phase space of four variables

resented by skeletal pointsrosses Those skeletal points As for the Gaussian beam solution, the duct height is
describe the first and second impact on the lower interfacen=49.97\, which allows 100 propagative modes. The point
Figure 3e) shows that the PWVD provides increased resosource is on the upper boundary at,€0)y,=h). The
lution relative to the HD, but it generates interference termsguided mode series in Ed7) is truncated at the order

With a line source excitation aty=(Xq,Y,), the solu-
tion is the 2D Green function given by

fWhereGm(r,ro) has been defined in E).
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FIG. 4. (a) Magnitude of the pressure field in the 2D waveguide. Local spectiangose, 7=sin ¢) normalized by the wave numbkifor the HD (b), the
PWVD (c), the MWVD (d), and the SPWDOe) at the observer point with Cartesian coordinatey)= (75\,200) with a point source at the upper interface
(X0,Y0)=(0,h). Positive and negative contour plot are, respectively, represented by solid line and dashed line. Dashedginderesents the normalized
radiation circle, which is the trigonometric circle.

m= 150, which means that there are 50 evanescent modethe direct and reflected ray families. A better accuracy is
We now consider multicomponent signaeveral islands obtained to localize local wave number with the PW}AQ.

with cross terms which correspond to interference betweer(c)] than the other phase-space distributions. Nevertheless,
islands. The cross terms may have a peak value higher thanis very difficult to interpret the PWVD because of some
the auto components. In this section, we investigate the interference termt§ and negative value?.Islands are con-
space—wave number resolution of representations in a 2Dentrated on the radiation circle, while interferences are cen-
waveguide given by the HD, the PWVD, and the other twotered between the corresponding islaffti§he resulting in-
distributions which have qualities in cross-terms reductionterference forms a type of noise that may obscure a weaker,
the MWVD and the SPWVD. Phase-space distributions ar@earby component. An example is presented in Fig) By
computed at the pointx(y)=(75\,20\). Results given in the lettersCT. In contrast, the HO)Fig. 4(b)] does not tend
Fig. 4 show the four phase-space distributions at the observéo have the ghost structures mentioned above for the PWVD,
point. Crosses which are located on the radiation circle deexcept for neighboring ternis.One desirable property of the
scribe geometric rays emanating from the point sourceHD is that HOr k)=0 and the interpretation of features in
which reach the observer point and represent, respectivel{he HD tends to be easier; on the other hand, the features
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FIG. 5. Phase-space analysis according to Birkhoff varialdgoée). The duct height ifi=49.97\ and a point source is located at the Cartesian coordinates
(Xg,Yo) =(0,h) (a). (b) Normalized magnitude of the pressure field on the lower interfa@z¢he HD;(d) the PWVD;(e) the MWVD; and in(f) the SPWVD.
Skeletal lines are represented by dashed line.

tend to show rather poor wave number resolution. Manypatterns. A post-treatment could nevertheless be considered
other distributions have been developed with the purpose db find auto terms with the help of cross terms.

cross-term reduction. In contrast to the PWVD, the MWVD
[Fig. 4(d)] is equal to the sum of the PWVD of the individual ) )
components, only if auto terms are far away from each other?- Birkhoff analysis

It confirms the absence of ghost terms inside the radiation Let us take the same properties as in the above section.
circle compared to the PWVD. A substantial reduction of theThe problem of surface wave field in a 2D waveguide is
PWVD cross terms can be obtained by spatial and wavessentially that of finding beam fields created by a point
number smoothing. The SPWV[FFig. 4(e)] realizes this fil-  source located on the upper waky&0,yo,=h) into the x
tering and gives islands with good resolution. Some cross>0 half plane, fory=0. In the Birkhoff map, the informa-
terms are still present but less than the MWVD and thetion is centered around skeletal lines that coincide with the
PWVD. It is clear, therefore, that the H[FFig. 4(b)] and the location of the geometrical rays emanating from #e=0
SPWVD[Fig. 4(e)] exhibit all essential structures necessaryplane aty,=h, and passing through observer point along the
to obtain meaningful information, whereas the PWYfg.  lower interface of the 2D waveguide= [ 0,200\ | with \ the

4(c)] and the MWVD[Fig. 4(d)] contain extremely complex wavelength of the sourcgFig. 5a)]. The skeleton which
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corresponds to the direct and reflected rays, represented Y. SUDDEN AREA EXPANSION PROBLEM

dashed line, and the phase-space distribution are shown in ) ) ) )

Fig. 5. All the windows used in simulations are Gaussian. " this section, HD will be applied to both the local
The HD[Fig. 5c)] and the PWVDFig. 5(d)] give results in spectrum and the B|rl_<hoff analy_S|s in a sudden area expan-
good agreement with the multibranch skeleton. In accorSion Problem, and their results will be compared. The general
dance with previous conclusions about the PWVD, we obtaifflUCt System to be analyzed consists of two semi-infinite
a better resolution than the HD, but also a lot of undesirabl@Pes(numbered with indexeg=1, 2) of heightsh, andh,

cross terms, which clearly prevents any straightforward read©SPectively, which are joined togetherxat 0 [Fig. 6a)].
ing. Except for the direct ray, which may be easily identified, Note that rigid duct wall boundary conditions have been as-

the skeletal lines become closer and interfere strongly fopumed: An incident mode, which can be expressed as two
high-order reflected ray and can no longer be separated. Didterfering plane waves, propagates from left to right towards
tributions such as the MWVDFig. 5€)] and the SPWVD th_e expansion, where it is partly reflected and partly trans-
[Fig. 5(f)] have been developed to reduce the CrOSS_temqnltted_mto the !arger channel. Th_e method to calculate_ the
components. Concerning the SPWVD, the use of a doubld2€havior of an incident mode as it propagates past a single
smoothing operation will produce a further improvement indiscontinuity has been outlined previously and is discussed

the cross-term reduction. We observe that SPWVD perform&'i€fly here. The acoustic pressure, which is the homoge-

better than the other three distributions according to an in€0US problentwithout sourcekinside a sudden area expan-

creased computational effort sion, can be expressed using infinite series as

P =2 a(y)Pn(x), 9
3. Discussion "

In order to identify more complicated structure hidden inwhere Y are the eigenfunctions, which are expressed as

a wave field, as we propose in the next sections, and for 2— 50 nar
easier use and interpretation of results, the HD will be used  #yn(y)= h cos{h—y) with q=1,2. (10
for the next &,y k, k) representation and Birkhoff map. 4 4

They are the classical transverse modes in a straight duct.

C. Inverse problem p.(r)=p"(r)+p"(r), (11

In direct radiation problems, the source term, the radialePresents the acoustic field in the smaller channel. The in-

tive properties of medium, and the boundary conditions ar€ident and the reflected pressure field are, respectively, de-

given. The acoustic field is to be determined with those datahoted byp® andp(®.

On the other hand, in inverse radiation problems, either the (r)=p®(r) (12)

radiative properties, or the source terms, or the boundary P2 P '

conditions are to be determined from the knowledge of thes the transmitted pressure field in the larger channel. Bound-

measured radiation data. In this inverse analydis=(x  ary conditions atx=0, for pressure and volume velocity,

—Xp), the propagation distance between the observer poineads to the expressions

and the source point placed on the upper interface hattte

height of the 2D waveguide, are regarded as unknown, but P1(r)=pa(r), with x=0 andVye[0h;], (13

other quantities are known as the measured incident radiatiogh d

field on the lower boundary according to conditions given in

Sec. IlIB 1. Simulation given in Fig. (8) shows, with the Ayp1(r)=dypo(r), with x=0 andVye[0h,], 14

help of the PWVD, the best image resolution for the direct _ L 14

radiation. This one is described by a skeletal line given b\l IxP2(1) =0, with x=0 andVye[hy,h].

the simultaneous solution of The reflection and transmission coefficients are calculated by
the modal decomposition approdttand are given in the

(80  Appendix. The problem is investigated by local phase-space
analysis in different areas of such a waveguide.

Axtane=*h,
k,=k cosep,

with h the unknown height of the 2D waveguide when the

straight ray trajectory leaves the unknown initial plageat A. Phase space of four variables

the upper interface ang the incident angle, corresponding Consider the channel system illustrated in Fig. 6. Two
to the direct ray. It is easy to finlx andh in fixing a value  semi-infinite channels, of heighth;=35.33. and h,
of the wave number parallel to the wall=k cose. The  =49.62, with A the wavelength of the frequency regime,

direct ray skeletal line given by the PWVD, which corre- join together atx=0. In this case, we consider frequencies
sponds to the chosdq, gives the positiorx=s according that allow 70 and 100 propagating modes, respectively, for
to the Birkhoff map. Then, the equations given by E8). the smaller and the larger channels. The present example
can furnish the value df. Different works in inverse radia- illustrates the behavior of an incoming mode with index
tion problems could be investigated with the help of those=19. After truncating a sufficient number of modehl (
tools. =150), the reflected and transmitted pressure fields are ob-
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FIG. 6. (@) Magnitude of the pressure field in a sudden area expansion with an incoming(frmdehe lef) number 19. Different points are plotted where
local spectrum are realizedb) Phase-space analysis with the help of the HD for poit&)E& (— 18\, —18\), (A2)=(8\,44\), (A3)=(88\,25\),
(A4)=(180\,43\), (A5)=(179\,6)\), and (A6)=(276\,25\). (c) and(d) the HD and the logHD) with Birkhoff variables, respectively. Skeletal lines are
represented by dashed line.

tained with the modal decomposition method. We can therl9. We can distinguish different areas in the larger channel,
obtain a distribution of outgoing modes for each incomingwhen a local analysis may be carried out. Local spectrum are
mode. Figure @) shows the spatial behavior of the acousticestimated by HD at pointsA(l), (A2), (A3), (A4), (A5),
pressure field in such a waveguide for the incoming modeand (A6). The widths of the spatial window(r) are W,
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=W,=8\. The first point A1) shows the contribution of V. OPEN BILLIARD
incoming mode number 19. This incoming mode is uni- ) ) )
formly distributed as two plane waves in opposite directions Finally, HD will be applied to both the local spectrum

which are translated in the local spectrum by two maxima orfind the Birkhoff analysis in an open billiard. It consists of
the right-hand side of the radiation cirdlee., £>0, corre- analyzing, with those two tools, the behavior of a wave field

sponding to propagation from left to righfThis figure con- in aélv;/aveguide F:om_posed by a resonator, coup_led to two
firms that incoming mode number 19 is practically not re-ducts”as shown in Fig. @). The resona_léoﬁr we consider here
flected because no island is presented in the left side of tha@S the shape of half an annular billiardit consists of a
radiation circle. Points labeledd@), (A4), and A6) show small disk of radiudk2 located inside a larger disk of radius

the predominance of outgoing mode number 27 in the Iargeliel with a displacemens of the disk centers. In order to

channel, which is the predominantly transmitted outgoingsoIVe the wave problem numerically by using a finite ele-
mode. First, local spectrunA@) illustrates, as for&1), the ments method, incoming and outgoing wave functions at the

contribution of mode number 27 on the radiation circle. This€ntrance of the two ducts, say I€ft) and right(R) ducts, are

is furthermore proved by the location of skeletal points of91Ven by

mode 27 represented by crosses, which are in accordance p, (x,y)=ekY+Re XY, (15)
with positions of islands of mode number 27. Moreover, in-

teresting features are local spectid3) and (A6), which and
illustrate, respectively, upward and downward mode compo-  pg(x,y)=Te I, (16)

nents. Then, for the shadow areAd?) clearly present dif- . .
7 where the notationR and T correspond, respectively, to the
fracted waves created by the corner at positiof{)0, Such . . - .
reflection and transmitted coefficients, and whe&rés the

diffractive points can be considered as new wave sources

whose strength is proportional to the strength of the inciden¥.vave number of the propagat[qg plane wave in yrirec- .
ion. Neumann boundary conditions are furthermore required

wave. Skeletal points are in accordance with islands given b%n the walls
the HD. They describe geometric rays emanating from the ’
corner which reach the analysis poirdQ) and represent, Numerical results

respectively, the direct and reflected ray families as seen be- The left and right ducts of the billiard of Fig(d have
fore. Last, for the pointA5), no definite conclusion may be identical widthh, = hg=6.05\, with \ the wavelength of the

given._ Birkhof_f analysis, as presented in r_1ext _sec';ion, giVe?requency regime. The upper part of the waveguide is made
more information about the area around this point, in order t b of the larger disk with radiu1=18.14 and the small

find if it corresponds to a mode behavior or to a geometrica isk with radiusR2=3.02\. The displacement of the disk

behavior. centers is aboud=9.07\. We consider a frequency that al-
low 13 propagating modes in the left and right ducts. With
the help of the finite element method, the acoustic pressure
field in the spatial domain is obtained and shown in Fig).7

In order to describe the behavior of the wave fieldLocal spectra are then estimated by HD at poBiisandB2
around the pointA5), sis arbitrarily chosen along the lower with a spatial window of width§V, =W, =6\. At the same
interface, such that=0 andx varies from O to 35R. Figure time, we choose two Birkhoff analyses along curvilinear co-
6(c) shows the result of Birkhoff analysis according to theordinatessl ands2, as shown in Fig. (8). The first Birkhoff
HD. First, two islands located at the beginning and the end o&nalysis alongl is presented in Fig.(€). Trajectories close
segments illustrate the contribution of transmitted mode to the convex boundary of the waveguide are defined as a
number 27. Note that a skeletal horizontal line representingvhispering gallery WG). These trajectories take up the ma-
the longitudinal wave number component of mode numbejor part of the Birkhoff map, as seen in Figlbj. Two kinds
27 is in accordance with the position of these two islandsof WG may be distinguished, with, respectively, ordegr
Between both islands, a shadow area in the Birkhoff map=2 andq=4 corresponding to the number of rebounds on
seems to prove that around the poi&5( the behavior of the sl segment. In order to supplement these results, we
the wave field is not a mode one. The stellar representdtion consider the ray tracing inside the same waveguide. Bound-
is displayed in Fig. @). This simple representation consists aries act as mirrors for rays in accordance with the laws of
of ploting the HD with a logarithmi¢instead of linearscale. = geometrical acoustics. We can see in the inset of Rhy).ray
Both representatio$iD and logHD)] provide complemen- tracing of WG of order 2 and 4, respectively, notadG2
tary viewpoints. The last one encodes the fully wave functiorand WG4. In Fig. 7d), the second Birkhoff analysis gives
and shows the contribution of diffracted waves created bynformation in the shadow area, where non-WG trajectories
the corner at position (By), in addition to the predominance are trapped inside the cavity due to creeping and diffracted
of mode number 27. Skeletal lines describe geometric raywaves. Moreover, the upper part of Figdy(i.e., cosp>0)
emanating from that point and represent the direct and rezorresponds to the forward propagation, while its lower part
flected ray families as seen in Sec. Il B 2. In conclusion, the(i.e., cosp<<0) corresponds to the backward propagation. A
shadow area around the poi®tg) is generated by diffracted predominant island on the upper left part of the Birkhoff map
waves from the corner of the sudden area chamber, and sudtustrates the presence of creeping waves labeled in Fig. 7
an interpretation is provided by the help of the stellar repreasCW. Figure 7b) shows ray tracing of that kind of creep-
sentation. ing ray. Moreover, a backward creeping waves contribution

B. Birkhoff analysis

3486 J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Teyssandier et al.: Acoustic field in phase space



XN

I
O

F ST
R

7

M|

X

i

,
B

il
TIIIEARETATng

cosp T

0.9

0.8
0.7
0.6
(c) osf
0.4F
0.3
0.2

0.1

(B2)

(B1)

FIG. 7. (a) Magnitude of the pressure field in the space doméin.Typical creeping rays.c) Birkhoff map with the HD along the curvilinear segmesit
(d) Birkhoff map with the HD along the curvilinear segmes?. (e) Local spectrum with the HD for pointsB{l)=(—6.95\,7.56\) and (B2)
=(7.25\,7.88\).

is shown with a small part of the diffracted waves from the(12.09,0) as shown in the inset of Fig.(&. Nevertheless,
corner placed at pointé2.09\,0), in the lower right part of there is additional structure in the HD at poirB1) and

Fig. 7(d). Concerning local spectra irBl) and B2), we (B2) which has no simple explanation.

confirm the presence of creeping waves in the shadow area

represented by two large islands no®@w in Fig. 7(e), and VI. CONCLUSION

is confirmed by ray tracing of a pencil of creeping waves In this paper, the importance of phase space in investi-
shown in the inset of Fig. (€. Last, small islands, noted gating wave phenomena has been presented with some ap-
DW, are located on the left part of radiation circle. They plications in waveguide. Included are different phase-space
show the role of diffracted waves in the shadow area, leavinglistributions such as the HD, the PWVD, the MWVD, and
the diffractive point in the wedge of the waveguide atthe SPWVD. Two kinds of phase-space analysis are pre-

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Teyssandier et al.: Acoustic field in phase space 3487



sented with the Birkhoff map and the four-variable phase\With this condition, the resolution of systefAl) gives the
space domain. Information about the structure of the propaexpression of the reflected and transmitted column vector
gating field can be gained by examining its phase-spacpressure field®")=RP") andP®=TP{ with the reflection
distribution. This distribution is centered around areas, in thend transmitted coefficient matrices given by
Birkhoff map or in the local spectrum, that provide the local

preferred radiation direction of the field. The localization (R=—(‘FK,) }(K,—'FK,F)(K,+'FK;F) 1'FK,,
properties have been schematized in terms of regions SU{-T=2(K2+tFK1F)‘“FK1.

rounding geometric radiation or diffracted radiation in the

case of the sudden area expansion chamber, or by creeping

waves and whispering gallery behavior in Sec. V. ‘See the special issue, J. Opt. Soc. AmLAL2), 2274-25422000.
2M. J. Bastiaans, in “Transformations in optical signal processing,” edited
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Low-frequency wind noise correlation in microphone arrays®
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A three-axis orthogonal microphone array with ten sensors in each arm has been used to study wind
noise in the frequency range from 0.05 to 50 Hz. Simultaneous measurements were made of the
three components of the varying wind velocity. Measurements have been made for wind speeds
from 4 to 7 m/s at three different sites. The frequency-dependent correlation of the wind noise over
a range of wind velocities and atmospheric and environmental conditions in the downwind direction
varies as exp(3.2X)cos(27X). For the crosswind and vertical directions, the correlation decays
approximately as exp(7Y), whereX is the separation in wavelengths in the downwind direction
and Y is this separation in the crosswind or vertical direction. Over a limited range of wave
numbers, the power density spectra of the varying wind velocity varied as the wave number to the
— 2 power and the pressure spectra as-thepower. © 2005 Acoustical Society of America.
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I. INTRODUCTION emometer at a velocity equal to the convection veloitg
Taylor hypothesis The cyclic frequency ) of the time-
Current efforts to monitor low-level nuclear explosions varying signals from a stationary sensor is related to the
in the atmosphere and to detect battle-field infrasound haveomponent of the wave numbek,( in the direction of the
increased interest in separating infrasound from wind noiseonvection velocity of the spatially varying field by the equa-
in outdoor microphone signals. This wind noise increasesion
dramatically with decreasing frequency. For more than 50 _
. F=kyv/2m, (1)
years pipe arrays have been employed to average pressure
variations over an extended surface area and thus separaw@erev is the convection velocity.
infrasound from wind noisé&:3 Because sound travels ap-
proximately 100 times faster than wind, pressure ports in thdl. THE MEASURING SYSTEM
pipe arrays can be separated far enough to get random Si@- The infrasound sensors
nals from the wind and still get coherent signals from sound. ) o o
If the pressure variations due to the wind are incoherent, the  TN€ infrasound sensors used in this study are of an origi-
averaging process will reduce the pressure spectrum by 22! design and cover a frequency range of 0.1 to 200 Hz.
factor of 1h¥2 or the power density spectrum by a factor of They are made from plezoelgctrlc b|morph.s pott.ed in poly-
1/n, wheren is the number of ports. To design such arrays ituréthane and housed in sections of PVC pipe. Figlcgis
is necessary to know how the correlation of the wind-& Photograph of one of these sensors. Figui@s and (b)

induced pressure variations depends on the sensor sepaPicture the internal components. The housiitg. 1(c)] is
tion. made from a 2.5-in. section of 2-in. O.D. schedule 40 PVC

This paper reports wind noise measurements using Ripe with end caps. Twenty-five 1.9-mm holes are bored in

three-axis array of 28 low-frequency sensors. By recordin ach end cap and four ?‘r‘)””d the center of the cylindrical
the signals from the individual sensors it is possible to stud pdy. The pressure-sensing elem¢higs. 1@ and(b)] con-
sist of two pressure sensitive capsules made from four com-

the correlation as a function of sensor separation. Simulta= il ilable oi lectric bi hs. The bi h
neous measurements were made of the three componentsrﬂgrc'a y avaliable piezoelectric bimorphs. The bimorphs are
3.5 cm in diameter and have a resonant frequency of about

the wind velocity. .
In order to minimize the dependence upon wind speed, i .'5 kHz. The caps.ules are const_ructed by cementing these
imorphs to each side of a brass ring. In order to compensate

is convenient to express the sensor separation in wave nu L temperature chanaes. one of the capsules has the piezo
bers. For this purpose the wind velocity is decomposed into a P ges, p P

) ) : ceramic surface turned to the outside of the capsule and the

mean componerthe convection velocityand a fluctuating . o
: : . . . other has the ceramic turned to the inside. The two capsules
component. The time-varying signal in a stationary anemom- . : . . : .
. . ._are then wired in series. When wired in this way voltage
eter or microphone is assumed to result from a spatially

varving field that is frozen in time moving across the an_changes produced by the thermal expansion and contraction
ying 9 of the bimorphs cancel and those produced by the bending of
the bimorphs in response to pressure changes add. To further

dportions of this work were presented in a paper entitled “The use of anthermally insulate the sensors, the capsules are potted in

infrasound microphone array to study wind noise spectra and correlation’, s ;
at the 145th meeting of the Acoustical Society of America in Nashville, pOIyurethane’ Wrapped n flberglass, and enclosed in a PVC

TN, 28 April-2 May 2003. ho_using. In this configuration, the sensors had a negligible
YElectronic mail: dshields@mil-tec.com seismic response.
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INFRASOUND SENSORS ft) apart. The individual sensors in each arm were taped to
pipes 3.2 cm in diameter. A Campbell Instrument Company
CSAT 3 ultrasonic anemometer was mouhte m off the
ground about 0.5 m from one of the pressure sensors on the
vertical arm of the array.

Three analog outputs of the anemometer gave voltages
that were proportional to the, y, andz components of the
wind velocity. These voltages were outpuipdatedl 60
times a second and were read with the same data acquisition
card as the sensor voltages. By using the analog output of the
anemometer the velocity measurements were synchronized
with the pressure measurements with a 0.033-s delay.

B. The data acquisition system

B

. . s ., The sensor capsules described above are charge-
FIG. 1. Infrasound sensor&) pictures a piezoelectric “bimorph” formed . . . . .
by cementing a piezo-ceramic disc to a brass disc. A pressure sensitv@enerating devices with a capacitance of approximately 130
capsule is formed by cementing one of these bimorphs to each side of thaF. As such, they require a high-input impedance detecting
brass ring also showib) pictures two capsules, one with the piezo-ceramic gjrcuit. The voltages from the array were measured by con-

turned out and one with it tumed in, potted in transparent polyuretiane. nociing the sensors to the input of a National Instrument
pictures the housing for the potted capsules. It is made from 2-in. schedule

40 PVC pipe with end caps. The potted capsules are wrapped in fibergla&_ompany 6031E daFa acql_JiSi_tion card. This (?ard h"f‘s 64
and enclosed in this PVC housing. Fifty-four holes are bored in the PVCsingle-ended or 32 differential input channels with an input

housing as explained in the text. impedance of 100 Q in parallel with a 100-pF capacitance.

Its maximum sampling rate is 100 000 Hz. In order to avoid

cross talk between successively read channels with this card

These sensors are high impedance, charge-generatifghen the sources have high internal impedance, it is neces-

devices and, as eXplained belOW, their SenSitiVity will dependsary to read a shorted input between each two channel read-
upon the input impedance of the circuit used to measure thejhgs. This effectively increases the input capacitance of the
response. For the measurements reported here, the absoldigitizer by the sampling frequency. The metalized ceramic
sensitivity was not as important as the variation from sensogyrfaces of the two capsules in the temperature-compensated
to sensor. The absolute sensitivity of the sensors was check@énsducers were wired to the differential inputs of the data
using a number of different techniques. For frequencies fromycquisition board with the brass backing plates grounded. A
0.1 to 1 Hz, they were moved up and down in the atmo-20-m() input shunting resistance was connected from each of
sphere, being careful to avoid effects of acceleration anghe differential inputs to ground to limit the response for
flow velocity of the air by the sensor. This method checkedfrequencies below 0.05 Hz where temperature fluctuations
the response between 0.1 and 1 (Mertical displacement of hecome a problem. The analog channels are scanned 500
1 min the atmosphere under standard conditions prOduceStm']eS per second. For a Sing|e data file, Vo|tage measure-
change in pressure of 11.8 P&or frequencies between 0.1 ments from all of the channels were accumulated in a com-
and 10 Hz, they were placed in an airtight chamber fittedhyter for 120 s. With this digitizer and sampling rate the

with a moveable piston. The pressure variation was detelsensors had a sensitivity of 2.0 mV/Pa between 0.05 and 10
mined by assuming that the volume changes produced by thgz.

piston motion were isothermal. For frequencies from 10 up

to 100 Hz the response was compared to that of a model

4190 3-in. B & K microphone in sealed chambers of two lIl. THE SITES FOR THE MEASUREMENTS

different sizes. From these measurements, the absolute sen-

sitivity using the detecting circuit described below was de-  The measurements reported here were made at three dif-

termined to be within 2 dB of 2 mv/Pa for frequencies be-ferent sites. For each of them there were several hundred

tween 0.1 and 100 Hz. meters of unobstructed terrain in the direction of the prevail-
As for the variation from sensor to sensor, the individualing wind. Figure 2 shows a photograph of the array deployed

sensors were compared to a reference sensor in a closatisite one, a sod field located about 8 miles south of Oxford,

chamber. Only two of the sensors varied from the average biS. The second site was a disked fidlthe soil surface

more than 12%. Each of the sensors was multiplied by droken up with clods a few inches in linear dimensiprsd

calibration constant so that all of the sensors had the santbe third was a cotton field. The cotton had been picked, but

sensitivity to within =3% between 0.1 and 10 Hz. Their the cotton stalks remained with a uniform height of about 70

phase response over this frequency interval was uniform tom. The prevailing wind was blowing across the cotton rows.

+0.1rad. In the data displayed in the figures below, six 2-min runs in
Twenty-eight of these sensors have been arranged intotae cotton field and the disked field and 15 2-min runs in the

three-axis orthogonal array. Counting the one shared sensaod field have been averaged. The 15 runs in the sod field

each arm contains ten sensors. The sensors were 0@ mwere taken on two different days under different weather
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each run were Fourier analyzed using the MATLAB “Spec-
: trum” program. The fast Fourier transfor(®FT) calculation
——— ‘ i] used 10000 pointéat the sampling rate of 500 Hz this cor-
' responds to 20)san overlap of 5000 points, and a Hanning
window. The spectra have not been normalized by dividing
' by 1/2 the sampling rate. Therefore, the area under the curves
represents the variance of the pressure signals. The data for
these curves were obtained from ten sensors in each arm of
the array. The top curve, A, in each figure is obtained by
calculating the spectra of time signals from each of the ten
sensors in the arm and then averaging these spectra for all
the runs at a given site. Therefore, the A curves represent the
average spectrum from a single sensor in each arm. The av-
erage is for 60 spectrum curves for the disked and cotton
fields and 150 for the sod field. For the lower cur(Bs, the
_ _ _ _ time signals from the nine sensors of each arm of the array
ch'SsﬁesT?oer '{;}Zﬁ‘;‘ggg&fgﬁ; deployed in the sod field which was one ofy o ¢ instantaneously summed and divided by the number of
sensors to obtain an average time signal. The spectra of these

. . . average time signals were calculated for each run and then
conditions. The convection velocities as meadiBen above )
these 6 or 15 spectra averaged for each site. For these B

the ground varied between 4 and 8 m/s, with most of the ) .
. curves then, if the sensors are far enough apart so that their
measurements falling between 5 and 7 m/s.

signals are uncorrelated, this averaging of the time signals
should divide the noise power density by the number of sen-
IV. THE AVERAGE RESPONSE FROM EACH ARM sors. This is seen to be the case for the vertical arm signals at
OF THE ARRAY . . .
all three sites for frequencies above approximately 1 Hz. For
The power spectral density of the pressure variations fothe two horizontal arms that are on the ground the wind noise
each of the three arms of the array for each of the three sitest the higher wave numbers is reduced to where the spectra
is plotted in Fig. 3. For this purpose, the 2-min data files forare influenced by background sound. Since the sound is at

Average Response of Each Arm of the Array

p swodfed cottonfied
10 disked field - : )
1 A A
B B
10*
10°

N i
L disked fied . _

N crosswind FIG. 3. '_I'he power spectral density of
0 the varying pressure as measured by
8 103 A each arm of the array at each of the
g three sites. Curves A were obtained by
& 1ot B averaging the spectra from ten sensors
- in each arm. Curves B were obtained
-'%‘ by taking the spectra of the average
g 16® signal from the same ten sensors.

0
soqf
2 dske fied
Qo_ - dowrmind

A
10* B
10°
10" 10° 10'
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least partially correlated over the arm of the array, averaging Correlation Coefficient vs Lag Time
the time signals reduces the power level by less than the 1/
factor.

The average spectrum for the ten sensors in the vertical
arm that are from 0 to 18 ft off the ground has very nearly a
— 2 slope. This is illustrated by the straight line plotted
through the data for the vertical arm in the disked field. For
the horizontal arms on the ground, the surface boundary re-
duces the turbulence and causes a deviation of the spectral
slopes from— . The spectra for the cotton field data differ
significantly from the other two sites. The noise level in the
vertical arm is greater and the shape of the spectra for the
two arms on the ground is different. The pressure levels at
frequencies in the neighborhood of 0.3 Hz are increased
while those around 3 Hz are decreased. Other unique aspects
of the cotton field data are discussed below.

For the disked field and sod field, averaging the signals
from the downwind arm produces greater than apise re-
duction for wave frequencies between about 0.5 and 5 Hz.
This can be explained by assuming that the turbulent pres-
sure field has a periodicity. When the convection velocity
carries this periodic field across the downwind arm of the
array, for wavelengths comparable to the length of the array
arm, signals from different parts of the array will be out of
phase and cancel out in the averaging process. This effect is
examined more carefully in the next section.

Downwind

Correlation

Lag Time (sec)

Crosswind

Correlation

Lag Time (sec)

V. CORRELATION STUDIES FIG. 4. The correlation coefficient versus the lag time for signals from five
o ) sensors ina) the downwind arm of the array arnl) the crosswind arm of
It is interesting to compare the measurements made hetge array. For the crosswind arm the sensors are separated H$2 dtn

with those made by J. T. Priestley nearly 40 years ago. Hend for the downwind arm they are separated by A22 cr).
made narrow-band pressure correlation measurements in the

frequency range 0.008 to 1 Hz for wind speeds ranging from |t should be noted in comparing these constants to those
2.1 to 7.2 m/s. He used six pressure sensors constructed @ported here for measurements at larger wave numbers, a
the Bureau of Standards to study the dependence of the cafaye of o proportional tok, to the first power fits his data
relation on the downwind and crosswind separation of thgg, wave numbers between 0.5 and 2

sensoré. He determined, in agreement with earlier studies, To study the correlation in the data taken here, signals
that the narrow-band correlation coefficients in the downggom each arm of the array have been analyzed using the
wind and crosswind directions are given by MATLAB XCOV program. This program calculates the
cross correlation between the signals as a function of lag

H —a—aX
R(downwind =e~*" cogk;x) @ time. Figures #a) and (b) shows this correlation for signals
and from five sensors in the downwind and crosswind arms of
the array, respectively, for the disked field data. Plotting the
R(crosswind=e™#, (3)  correlation at zero lag time versus sensor separation in these

) ) ) i two figures gives the decrease in correlation with distance in
with x andy the downwind and crosswind separations.ine crosswind and downwind directions. Plotting the peak
Priestley found that, though the convection velocity given byheights versus lag time for the downwind afifig. 4a)]

(27" Flky) was.h|ghly dePe”d‘?”t upon meteorological Var"gives the decrease in correlation with time at a fixed position
ables, the fupctlonal relationships betweerp, andk, were in the turbulent pressure pattefaccording to the Taylor hy-

remarkably'mglepende.nt of themF (was the penter fre- pothesi$. As has been pointed out by Bass, Raspet, and
quency of his filtered signal arid chosen to fit his dataHe  \jasser, the convection velocity should equal to the slope of

obtained the plot of the sensor separation versus lag time at which the
a=0.33k}%® for 0.5<1/k.<50 7) peak of the curves in Fig.(d) occurs®
e ' ! ’ It is interesting to look at these correlation curves as a
1/8=0.84 (1/a)®7™* for 3<(1/a)<500, (5) function of frequency. For this purpose the digitized time

domain signals are filtered with a fourth-order bandpass But-
where« and B, are measured in reciprocal meters &dn  terworth filter with the high- and low-pass frequencies the
radians per meter. same. Figures(®)—(c) show the correlation of the signals at
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CORRELATION VERSES DISTANCE CROSSWIND

Correlation Coefficient Vertical Arm
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DISTANCE IN WAVE LENGTHS

FIG. 7. Correlation of the varying pressure signals versus the sensor sepa-
ration in wavelengths in the crosswind direction. The data are for four dif-
ferent frequencies and for three different sites as designated in the legend.
The solid exponential curve is drawn visually to fit the data.

Lag Time (periods) averaged not only for all runs at the site, but also for all pairs
of sensors with the same separation. The wavelength was
determined by dividing the convection velocity by the fre-

quency of the filter. However, since the sensors are on the

three different frequencies from eight sensors in the verticadound, the anemometer measurement of the velocity made 3
arm of the array for the disked field data. The sinc function™ @Pove the ground is inadequate because of near-surface

shape of the correlation curves is characteristic of the corre"-"i”d shear. Instead the convection velocity for the three sites

lation of a narrow band of frequencies. The lag time has beel@S adjusted to make the data fit Eg). These velocities
normalized by dividing by the period of the filtered signal. were 2.8, 3.3, and 3.0 m/s for the disked, sod, and cotton

This gives the same shape to curves at different frequenciefields: respectively. The velocities obtained in this way were
As the frequency is increased from 0.2 Hz in Figa)%o 3.2 approximately gqual to those obtglned from. the plot of. the
Hz in Fig. 5c), the rate of decrease in correlation with dis- SENSOr separation versus the lag times at which the maximum

tance rapidly increases to where at 3.2 Hz there is negligibld! the correlation occurésee Fig. 4. The average velocities
correlation even between the adjacent sensors that are sepdl the three sites measured with the anemomete above
rated by only 0.6 m. Figure (8) gives the curves for the € ground were 6.2, 6.7, and 5.9 m/s, respectively.

same frequency as Fig(@ but for the sod field. The corre- To within experimental error, the correlation is seen to
lation for the two sites is very similar. be a function of the separation divided by the wavelength

Figure 6 is a plot of the correlation at zero lag time independent of frequency, wind velocitpver the limited

between sensors in the downwind arm of the array versus tH@nge of velocities measurgand even the terrain.. Priestlgy
sensor separation in wavelengths. Data for the disked soleferences a number of authors who observed this functional
and cotton fields for a number of frequencies have been plof€lationship back in the 1960sThe customary plot is corre-

ted on the same graph. The data for each site have bed@On Verses z times the abscissa in Fig. 6.
It is interesting to compare Priestley’s measurements

made many years ago in a grassy field near Dulles Interna-
tional Airport, Washington, DC, at much lower frequencies

FIG. 5. Single-frequency correlation versus lag time in periods for varying
pressure signals from eight sensors in the vertical arm of the array.

CORRELATION VS DISTANCE DOWNWIND

1. o : : o
| e than those reported here. Hisas given by Eq(2) is slightly
e 5 0 disked =15 frequency dependent. Thevalue used to draw the curve in
5 06(% e Fig. 6 corresponds to Priestleyisas calculated from Ed4)
'5 0.4 "% X sodf=1.0 with a wave number of 4.7 mt. This is the highest wave
oo, ﬁ)é) A number for the data plotted in Fig. 6.
& o] @ & Bxo Ipox oo Also of interest is the variation in the correlation coeffi-
© \ ﬁ* iy cient with sensor separation in the crosswind and vertical
& %'3’ s directions. Figures 7 and 8 plot this dependence for the same
-04 ‘ ‘ o runs and same convection velocities as Fig. 6. For Fig. 8 the
0 05 1 15 2

DISTANCE IN WAVE LENGTHS

separation is in the vertical direction between sensors that are
1.2 to 5.5 m above the ground. To within the accuracy of the

FIG. 6. Correlation of the varying pressure signals versus the sensor seppeasurements, the decay can be plotted as a function of the
ration in wavelengths in the downwind direction. The data are for fourgeparatiOn in Wavelengths independent of frequency for the

different frequencies and for three different sites as designated in the legen
The solid curve is the fit to Priestley’s data taken at much lower frequencie

in 1964.
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disked field, but for the sod and cotton fields the low fre-
quencies decay slower in the crosswind direction and faster
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CORRELATION VERSES VERTICAL DISTANCE

RMS SOUND PRESSURE VS WIND SPEED
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1 L
O sodf=2 8
0.8 E
. A sodf=6 =15}
P ™
'(:D 0.6 B disked f=.2 i
é "o\a A disked f=6 <
o A b 1t
£ 04 =
m cotton f=.2
8 5 B
0.2 - (=] A cotton f=6 ﬁ
. . o O 05)
. o = exp(-7.5x) E
1]
0 0.2 0.4 0.6 E
DISTANCE IN WAVE LENGTHS 00 2 4 6 8 10

) . . AVERAGE WIND VELOCITY {m/s)
FIG. 8. Correlation of the varying pressure signals versus the sensor sepa-

ration in wavelengths in the vertical direction. The data are for two d|fferentF|G. 9. The root mean square pressure variations in the frequency interval

frequencies and for three different sites as designated in the legend. between 0.5 and 2.5 Hz plotted versus the average wind speed. Data are
shown for six runs in the cotton field, six runs in the disked field, and 18

in th tical directi A tial h b runs in the sod field. Circles are for the cotton field, squares are for the
In the vertical direction. An exponential CUrve Nas DEENygyqq field, and crosses are for the sod field.

drawn visually through the data in Figs. 7 and 8 with a decay

constant of approximately 7 per wavelength for the cross- the array averaged over the same frequency interval. The

wind and—_7.5 for the vertical direction. Priestley measured solid curves are plots of the two functions that fit Bedard’s
the crosswind decay and got a decay constant that Wa8 o sets of data

slightly frequency dependent. For the frequency range re- As a further comparison of the response of our sensors

ported his value would be about 3.5, or about half of our .. "o+ o the Quad Disk, a B&Kk-in. microphone was
measurement.

sealed in the axial tube of the Quad Disk and the Quad Disk
and one of our sensors placed at a heidgt® m in thewind

at the local airport. The power density spectra of the two
devices are shown to agree remarkably well in Fig. 10. In
A. Validation of the pressure measurements this figure, 25 min of data were analyzed as explained in the

Widely different results are reported for pressure Specdiscussion of Fig. 3. The average wind velocity was 4.6 m/s.
trum measurements in turbulencé® One must always be
concerned with what is being measured by a pressure sensBr The wavenumber dependence of the pressure and
in turbulent flow. velocity spectra

Of first concern is the disturbance introduced by the  gpectra of turbulence are generally explained by assum-
sensing element. Even when this is minimized, Morgan anghq that energy is fed into the turbulence at small wave num-

Raspet conclude, “The dominant source of wind noise inpers and is dissipated by viscous losses at high wave num-
outdoor microphones is the pressure fluctuations caused by

the velocity fluctuations of the incoming flow!® To study
this question further, sensors employed here were oriented in

VI. VELOCITY AND PRESSURE SPECTRA

Comparison of bimorph pressure sensor

and Quad Disk

0
different directions relative to the wind direction and the 10
spectra of their response compared. This response was founc §
be insensitive to orientation relative to wind direction over £ 10"
the frequency range of interest. In addition, their response in §
wind has been compared to the response obtained using ¢ 2 10®
“Quad Disk.” ¥ This device is designed to measure pressure “g
independent of wind direction and magnitude. Bedeiral. >10°
have used it to measure pressure variations in a 0.5- to g
2.5-Hz band over a 3-month peridd.Their results differ Q
significantly from one period of measurement to another. %10 ]
They plot rms pressure variations in Pascals versus wind &

speed in meters per second. Their data for two different
sample periods are fit with two equatiomiy)=0.0036 %2
anddp=0.0063 U-*® where the pressure is in Pascals and
the velocity in meters per secor{dedard’s Eq(15) for his
Dec. 11 data evidently has a factor of 2 missjrigigure 9

10" 10° 10'
Wave number (radians/m)

FIG. 10. The comparison of the power spectral density of 25 min of wind
noise data taken witfla) the quad disk(dashed ling and (b) one of the
sensors used to take the data reported keotid line). Both were approxi-

shows a similar plot of measurements made here with thenatey 3 m off the gound and approximately 5 m apart. The straight line
single sensor close to the anemometer in the vertical arm afirough the data has a slope efs. The wind speed was 4.7 m/s.
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bers. The energy cascades from large eddies to smaller ones. Power Spectra of

For a homogeneous turbulent field there will be a range of Longitudinal Velocity and Kinematic Pressure
wave numbers called the inertial subrange where there is 10"
negligible production and dissipation of turbulent energy. In disked field
this range of wave numbers the one-dimensional velocity .
spectrum from symmetry considerations is expected to obey 10 A
the equatiotf
Fa(kp)=a,k; %, ®) 10
Here F, is the power spectral density of the component of SN s
. o L . g 10
the varying velocity in the direction of the convection veloc- 8
ity, anda, is independent of frequency but depends upon the ?E 10"
rate of energy dissipation in the turbulent field. If the turbu- = _
lence is isotropic over this range of wave numbers, the spec- = sod field
tra for the other two velocity components in tkedirection ‘e 107 A
have a similar form witha, multiplied by 3 and have a =2
negligible correlation with each other. The three conditions, ig 10? B
— 2 power law, 3 ratio between the transverse and longitudi- <
nal velocity components, and the vanishiiog very low) co 2
spectral levels, are used as a test for the existence of an 2 10°
inertial subrangé® ? ,
From dimensional analysis the power density of the dy- $ 10
namic pressuré.e., p/p) in the inertial subrange is expected c cotton field
to vary as’ 10" A
F(Plp)=ayk; ™, 7 ,
10
with a, independent of frequency but dependent upon the
rate of energy dissipation in the turbulent field. However, the .

exponent of the wave number is contested by both experi- 10 o 0° o
ment and theory:*

The range of wave numbers over which the turbulent
fields studied here might be considered homogeneous, am. 11. The power density spectra for the varying wind velocity and pres-
therefore the range over which the inertial subrange equasure as measured at three different sites. Curves A are for velocity and
tions might be expected to apply, is limited on the high sidecurves B for pressure.
by the dimension of the sensor and anemoméipproxi-
mately 0.1 m and on the low side by the height the sensorthe wave number in the direction of the convection velocity
and anemometer were above the grodagdproximately 3 was used because these are the quantities frequently calcu-
m). The spectra for the sensors on the ground would not biated theoretically. The curves would be changed insignifi-
expected to demonstrate the inertial subrange frequency deantly if the spectrum of the total varying velocity were plot-
pendence. These conditions would limit the inertial subrangéed.
to wave numbers between approximatety@2 and 2r/6 m, The straight lines drawn through the curves have slopes
or between 30 and 1 rad/m. of — 2 for the velocities and- £ for the pressures. The con-

Figure 11 shows the averaged power spectral densitiestant multiplying factors are adjusted to give the best fit be-
calculated using MATLAB software as explained in discuss-tween 1 and 10 m'.
ing Fig. 3 above. The A curves are for the variations in the  As a further test for the inertial subrange, similar curves
kinematic pressuréi.e., pressure divided by the density of were plotted for the transverse components of velocity. As
air). The B curves are for the variations in the component ofstated above, if the turbulent field is isotropic, the ratio of the
the velocity in the direction of the convection velocity. The power density of the transverse to the longitudinal compo-
pressure variations were measured by the single sensor loents should equd). For the average of 36 min of sod field
cated about 0.5 m from the anemometer. Both were approxidata and 12 min of the disked field data, this ratio is approxi-
matey 3 m off the ground. The spectra for each 2-min run mately equal to;. However, for the average of 12 min of
were calculated in units of per radian of distance by specifycotton field data this ratio is approximately 1. These are the
ing the sampling rate in samples per radian of distance whiceame data used in the correlation studies. For all three sites
is equal to 2r times the samples per second divided by thethe ratio of the power density of the vertical component to
convection(average velocity for each run. These specti&@ the downwind component is approximately 1. The third con-
for the disked and cotton fields and 18 for the sod jigldre  dition for the inertial subrange, i.e., small or vanishing co-
averaged and plotted in Fig. 11. This plot of the componenspectra between the different velocity components, is met by
of the varying velocity in the direction of the convection thex andy velocity components in the sod and disked fields,
velocity and the pressure divided by the air density againsbut thex andy components in the cotton field and tkeand

Wavelength (1/meters)
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An improved approach for handling boundaries, interfaces, and continuous depth dependence with
the elastic parabolic equation is derived and benchmarked. The approach is applied to model the
propagation of Rayleigh and Stoneley waves. Depending on the choice of dependent variables, the
operator in the elastic wave equation may not factor or the treatment of interfaces may be difficult.
These problems are resolved by using a formulation in terms of the vertical displacement and the
range derivative of the horizontal displacement. These quantities are continuous across horizontal
interfaces, which permits the use of Galerkin’s method to discretize in depth. This implementation
extends the capability of the elastic parabolic equation to handle arbitrary depth dependence and
should lead to improvements for range-dependent problems20@ Acoustical Society of
America. [DOI: 10.1121/1.1893245

PACS numbers: 43.30.Bp, 43.30.NIaRD] Pages: 3497-3503

I. INTRODUCTION factor, which makes the formulation unsuitable for the elastic
parabolic equation. For other choices, the variables are not
The parabolic equation method is a powerful approaclktontinuous across interfaces, which causes difficulties in the
for solving range-dependent wave propagation problems. Alepth discretization and for range-dependent problems.
parabolic wave equation is derived by factoring the operator  In this paper, we extend the elastic parabolic equation to
in an elliptic wave equation into a product of incoming andaccurately and efficiently handle an arbitrary depth depen-
outgoing operators and assuming that outgoing energy domdence, including boundaries, interfaces, and continuous
nates. One-way solutions are exact in stratified media andariations. The dependent variables are the vertical displace-
accurate if the medium varies gradually in the horizontal.ment and the horizontal derivative of the horizontal displace-
Efficiency gains of several orders of magnitude can bement, which have been used to derive an elastic parabolic
achieved by approximating an elliptic wave equation with aequation for anisotropic medfd.It is possible to factor the
parabolic wave equation. The parabolic equation method hagperator in these variables, which are continuous across hori-
important applications in ocean acoustick many cases, zontal interfaces. In this formulation, problems involving
there is interaction with the ocean bottom, which may sup-<continuous depth dependence, solid-solid interfaces, and free
port shear waves. boundaries can be discretized efficiently using Galerkin’s
The development of the elastic parabolic equation hagnethod™® Fluid-solid interfaces can be handled by explicitly
proven to be more difficult than the deve|opment of theenforcing the interface conditions. We describe the approach,
acoustic parabolic equation. After the parabolic equatiorflemonstrate its accuracy, and apply it to problems involving
method was first applied to ocean acousticsit was more ~ Rayleigh and Stoneley waves.
than a decade before formulation, stability, and accuracy is-
sues were resolved and the elastic parabolic equation Wag THE PARABOLIC EQUATION
successfully implementeti® There remain unresolved is-
sues in this area, including improving accuracy for range- In this section, we derive the elastic parabolic equation.
dependent problems. Since the factorization of the operatdrollowing the standard approach for parabolic equation deri-
is approximate for range-dependent problems, correction§ations, we treat the medium as range independsmati-
based on energy conservatidr? single scattering®*and fied) and wor.k in Cartesian co.ordinates. _In practice, range
other idea¥ have been developed. These approaches IC,rc_;jependence is tregteq by making corrections across ver.t|cal
vide improved accuracy, but the problem has not been fullyntérfaces and cylindrical geometry is treated by factoring
resolved. A key component of the problem is to handle dept/PUt @ spreading term. We consider a two-dimensional prob-
dependence effectively. There are several choices for the dé&m, Wherez is the depth and the rangeis the horizontal
pendent variables. For some choices, the operator does rgtance from a source. The compressional and shear wave
speedsc, andcg are related to the densify and the Lame
dpresent Address: Lincoln Laboratory, Massachusetts Institute of TechnoFarameter& and,u by p(-:Fz):)\—’_zM ande§=,u,. We VYOI‘k
ogy, Lexington. VA 02420, Y. n the frequency domalr] and remove the faqtor exjpf)
bAuthor to whom correspondence should be addressed. Electronic mailfOM the dependent variables, wheteis the circular fre-
collins@noddy.nrl.navy.mil quency and is time. Attenuation is taken into account by
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replacing c, and cg with cp(1+i7;ﬁp)‘1 and c4(1

Taking the range derivative of Eg6) and substituting

+inBs) 1, where Bp and Bs are the compressional and Eg. (10) into Egs.(6) and(7), we obtain

shear attenuations in decibels per wavelength and
=40 logge.
In an isotropic medium, the displacementandw and

stresses oy, 0y, and o,, satisfy the momentum
equations?
JOyy  00yy 2
—_—t+ —+ =
IX gz Pl 0, D
00y, J0,4 )
X 9z P? w=0, @
and the constitutive equations,
AN+2 u +A w 3
Oyx=( ) X 97" 3
N u +(N+2 i 4
o2~ N o= +( ket (4)
B au N ow .
Oxz— M 9z M ox 5

Substituting Egs(3)—(5) into Egs.(1) and(2), we obtain

‘2 P?u 9 du 204 9w
+ —+—|pu—=+ +(N+p)——
(N+2pu) 2 | Hag) Teetu (A Fu)——
au JW
9z ax O ©
a2W+ N+2 i +po?wW+ (N + u
L2t (AF2p) —— | +poWH(N+p)
N I\ du 0 7
2 ax O %
These equations are in the form,
e (M A 6

whereE, M, andN are depth operators.

Due to the presence of the term on the right-hand side

A+2 &Zux+ O 29 4w+ A+ W
(A+2u) PRI AU R ) PRy

du 9w

Eﬁ—o. (11

&2W+ A+2 M 4 pw?w+ (A+ s
r 2t (A+2p) —— |+ po WH (A +u) —+ — Uy
=0. (12)
These equations are in the form,
92 Uy
LE—'—M W =0, (13

whereL andM are depth operators. Multiplying E¢L3) by
L~1, we obtain

92 u
—_— -1 X =
( P +L "M w) 0. (14
Factoring the operator in Egl4), we obtain
1% 14 u
o a2 | e a2 | X =
ax+'(|‘ M) )(ax i(L™"M) W) 0. (15

Assuming that outgoing energy dominates incoming energy,
we obtain the (, ,w) parabolic equation,

J
oX

Ux
w

Uy

wl (16)

):i(LlM)lIZ

Since the (@,,w) parabolic equation is identical to the
(A,w) parabolic equation of Ref. 2Qwith different defini-
tions forL andM), it can be implemented using the split-step
Padesolution, which is based on the formal solution,

Uy (X+AX)
W(X+ AX)

Ux(X)
W(X)

: (17

)zexp(iAx(LlM)l/Z)(

whereAx is the range step. For a source in a fluid layer, the
self-starter as described in Refs. 21 and 22 can be used to

generate an initial condition for Eq17). The case of a
0

ource in a solid layer is described in Sec. Ill. The exponen-

Eq. (8)., the operator.does not readily factor ir)to a producF ‘?ftial of the operator in Eq(17) can be approximated using a
incoming and outgoing operators. The equations of elasticitytional approximation as described in Ref. 20 and dis-

are in the form of Eq(8) for any choice of dependent vari-

cretized in depth using Galerkin’s method as described in

ables, but the term on the right-hand side vanishes for somgg. v/

choices, such as the\(w) formulation® where

_au
Tox

ow
Jz

9

is the dilatation. Sincé is not continuous across interfaces,

lll. THE SELF-STARTER

In this section, we generalize the self-starter to the case

the (A,w) formulation is not suitable for an implementation of a source in an elastic layer in tha,(w) formulation. We
based on Galerkin’s method. In this paper, we consider théirst consider a homogeneous medium and apply the repre-

(uy,w) formulation, where

Jau

U= (9_X

(10
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sentation,
agp Iy
u= 5 + E, (18)
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ip
WS 19
Pp P )
—2 + = +k5p=0, (20
Py Py,
e o 0 (0

wherek,=w/c,, ks=w/cs, and ¢ and ¢ are the compres-
sional and shear potentials.

Placing a term corresponding to a compressional source

P at z=z, on the right-hand side of E¢20) and differenti-
ating Eq.(21), we obtain

2120512005 32

E(tﬂx Szl o k@),
_ ( —2i 5()%5(2_ zo)> | 22
_9y

W= (23

Integrating Eq(22) about an arbitrarily small interval about
x=0 and using the symmetry of the solution, we obtain

. d[ ¢ —id(z—2zp)
im 2 ¢) [ i%e0) y
x_>o+(9x Uul e 0 29
From Egs.(18)—(21), we obtain
i ow) i PP P
(AH2u)| Ut — | =(A+2u) ﬁJrg
=—pw?d, (25
au,  Pw\ PPy Py 5
8 E‘?)‘ (TT Tt (29

From Egs.(12) and(26), we obtain

2

A au,
(N +2u) — Tpw W+ (A +2u)
Jz

9z _pwzlﬂx- (27)

Substituting Eqs(25) and (27) into Eq. (24), we obtain

d ux) _(ipwzé(z—zo))
IX\W/ 0 ’

Q (29

J
)\+2M ()\+2/.L)5

Q= 52

; 29
_ Z 2
(AN +2u) 7 (AN +2u) 0722+pw

Using Eq.(16) to replace the range derivative in Eq.

(28) with a depth operator and performing row operations to

eliminateQ, we obtain
.|
W/e
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k5 8(z—20) + 8" (2 20)
— 6" (2—2p)

(LflM)lIZ (30)

Applying Eq. (17) to march the field out a short distance in
range from the source singularity, we obtain the self-starter,

uX(X01Z)

W(Xg,2) :(LflM)*I/Zquixo(LflM)lm)

P

2 _ 15 __
><(kpé)‘(z Z0)+8"(2—2p) | (31

— 6" (2—2p)
which can be implemented using a rational approximation

and Galerkin's method. For the case of a shear soSrae
z=174, we similarly obtain

uX(X01Z)
W(Xo,2)

o' (z—zy)
8(z—1zp)

=exp(ix0(L1M)1’2)( - ) (32)
S

For the case of a point source in cylindrical geometryz),
we obtain

uX(rO!Z))
p

W(ro,z) =ram(L_lM)_1/4eX|iir0(L_1M)1/2)

2 _ 1o
><(kpé(z 20)+ 8"(z zo)), 33

—0'(z2—2y)
(UX(rO!Z)

w(rg,2) )S=r51/2(L1M)1/4exp(iro(|_1M)1/z)

x(

IV. GALERKIN’'S METHOD AND INTERFACE
CONDITIONS

_5'(2_20))

8(z—1zp) (34

In this section, we apply Galerkin’s method to discretize
L andM. Galerkin’s method is based on the equations,

H doryy dy ) B
fo (W n—asz+pw uyn|dz=0, (35
fH 2y 5 30 potwo)dz=0 36
o | ox O.ZZdZ pw W z=0, (36)

where z=H is the bottom boundary of the computational
grid and the arbitrary real test functiomsand 6 satisfy

H dn\?2

fo (kgn2+ d—Z) )dz<oo, (37
Hi o [d6)?

fo kpo?+| o | |dz<en. (39)

Applying integration by parts to Eq$35) and (36), we ob-
tain

Hidoyy Jdoyy ) y

fo ( X 9z pou|ndz sz77|o 0, (39
Hidoy, do,, 5 y

fo( ax T oz TPwW|0dZ-07,6]0=0. (40)

We assume that the medium contains attenuation and
thatH is sufficiently large so that only weak signals reach the
bottom boundary. We apply the boundary conditions-w
=0 atz=H and also require thay(H)=60(H)=0. We do
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not place constraints onp and ¢ at the surfacg=_0. Sincen 9

and# are arbitrary, we conclude that the solution of EGS) 7 (NaAg) + paw®W, =0, (46)
and (40) satisfies Eqs(1) and(2) for 0<z<H. By consid-

ering test functions that vanish outside a small neighborhood Wy,

of z=0, we conclude that the solution satisfies the boundary Nala=NpUxpt (Ap+2pup) 9z’ (47)

conditionso,,= 0,,= 0 atz=0. We determine the conditions
at an interface by considering test functions that vanish out-
side a small neighborhood of the interface. If the displace-

menltj were nott cgnlt;nufous,t_ terms (;nthE(.ng) ‘Tm(:. (40 Wi correspond to continuity of normal displacement, continuity
would give rise to defta tunctions and their dervatives. Weg yqrma) stress, and vanishing tangential stress. These con-

conclude that the displacements are continuous across thg. < - pe implemented using finite differences as de-
interface. By a similar argument, we conclude tha} and scribed in Ref. 6

o,, are continuous across the interface.

P g W, ,
5()\buxb)+5 ()\b+2Mb)E +ppo W,=0, (48

Diff ¢ las for the denth Lirand M One of the advantages of the combination of thg, ()
literence formulas for the depth operatorsliran formulation and the Galerkin implementation is that the

are (.)bta|'ned by choqsmg a set of simple test f?’”C“O”S’ aRstructure of the computational grid is convenient for prob-
proximating the solution in terms of these functions, s”bSt"Iems involving sloping interfaces, which can be modeled
;{/l\J/tmg |fr_1to ths.(§35) hand_((j36),_ ano_l e_vaIiJaAtmg tue mZeg_raIs. with the stair-step approximation. Each rise corresponds to a
he g(;net e dept dg” ?(O'n.ti_ (.'_ ). Z I\'N ereaz '? vertical interface, which is placed midway between two
t. € gnd spacing, and wor wit _PIecewise finear test unc'points in the range grid. The Galerkin solution places each
tions that vanish fofz—z|>Az, increase linearly fog;_, run midway between two points in the depth grid, and there

<z, a(;lcti decreaﬁs_e_ Ilrlear;g fczi<z<z(ij+t1. V\ée Ietg ¢ is a one-to-one correspondence between grid points across a
correspond 1o a coetticient anficorrespond 1o a dependent o a1 interface. With this grid structure, it is straightfor-

variable. Substituting into Eq$35) and(36), we obtain the ward to conserve the dependent variables across a vertical

discretizations interface(improved accuracy may be achieved by conserving
other quantities, but we do not address this issue)h&he

aU|z:ziEa'+;a'U._1 a'_1+612'+a'+1ui (A,w) formulation requires the explicit implementation of
second-order interface conditions on the runs. Various nu-
o+ merical solutions are possible, but a standard centered-
12 i+1, (41) difference scheme involves a double grid point placed on a
run. Two values of the solutiofwhich is not continuous
U a1+ 2q Q- @iq across the interfageare assigned to this grid point, one value
— =— i1+ U, for each side of the horizontal interface. It is not clear how to
0z|_ 6Az 6Az S ) .
z=7z handle a vertical interface, where a double grid point on one
Dot side of the interface must somehow be converted into a
B oy (42 single grid point on the other side of the interface and vice
64z versa.
| Y 200 V. EXAMPLES
Yoz| a2 Tt (a2 (AP ' T _ | _
i (43 ' In this section, we compare parabollc equation solytlons
with a reference solution that is based on separation of
da —ai_ita —ai ity variablesz.3_We show tha_lt thel_(x ,_vv) solution is acc_urate for
—U|Z:zis Tui,ﬁ Az Ui problems involving solid-solid interfaces, Rayleigh waves,
9z z z and Stoneley waves. We consider problems in cylindrical
— it geometry and use E@33).
t—%az Yi+n (44) Example A illustrates the ability of theu(,w) solution
to handle solid-solid interfaces. A 50-Hz source is placed at
Ja U v v Dt z=98m in a 100-m water column in which the sound speed
—_= At g — ! ik : is 1500 m/s. A 10-m sediment layer overlies a half-space
9z2.92|,_,  2(Az)° 2(Az)? basement. The sediment parameters @ye 1700 m/s, ¢,
=800 m/s,p=1.3 glcnd, B,=0.1dB/\, andBs=0.2 dBA.
—ait @iy (45 The basement parameters ayg=2400 m/s,cs=1200 m/s,
2(Az)2 ' F p=1.7 glcnt, B,=0.1dB/, and 8=0.2dBA. In Fig. 1,

the (A,w) and (uy,w) solutions (both implemented with
Interface conditions must be explicitly enforced at aGalerkin’s methogl are compared with the reference solu-
fluid-solid interface. We apply theA(w) formulation in the tion. SinceA is not continuous across interfaces, delta func-
fluid layer, wherep=—\A is the acoustic pressure. At an tions may arise when theA(w) solution is implemented
interface between fluid layex and solid layemb, the condi-  with Galerkin’'s method. TheX,w) solution is accurate for
tions some problem$? but it breaks down for example A. The
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FIG. 1. Transmission loss a=60m for example A, which involves an FIG. 3. Compressional wave energyzt20 m for example C, which in-

elastic sediment layer overlying an elastic half-space. The dashed curves avelves an elastic layer overlying an elastic half-spaeg The peak to the

the reference solution. The solid curves &ethe (A,w) solution, which  right in the wave-number spectrum corresponds to a Rayleigh wave at the

breaks down, andb) the (u, ,w) solution, which is accurate. free surface(b) The (u,,w) solution(solid curve is in agreement with the
reference solutioridashed curve

(uy,w) solution is accurate for example A. Tha,(w) so-
lution was obtained usingz=0.0625 m, which corresponds to use 120 grid points per wavelength. For example A, it is
to 256 grid points per wavelength at 800 m/s. To achievenecessary to use finer sampling in order to handle the nearly
similar accuracy for an acoustics probléfit was necessary vertical propagation of shear waves in the sediment.
Example B illustrates the ability of theu(,w) solution
< to handle a layer with low shear speed. A 50-Hz source is
placed atz=98m in a 100-m water column in which the
sound speed is 1500 m/s. A 20-m sediment layer overlies a
half-space basement. The sediment parameters cgre
=1700 m/s,cs=100m/s,p=1.2 g/cni, B,=0.5dBA, and
Bs=0.5dB/. The basement parameters ag=2400 m/s,
cs=1200m/s, p=15 glcn?, B,=0.5dB\, and Ss
=0.5dB/A. In Fig. 2, the (i, ,w) solution is in agreement
with the reference solution. Despite the low shear speed in
the sediment layer, an accurate solution was obtained using
Az=0.0625m.
Example C illustrates the ability of theif,w) solution
to handle Rayleigh waves. A 25-Hz source is placed at
0 > 4 6 8 1o =10mina 200-m solid layer that overlies a solid half-space.
Range (km) The parameters in the layer are,=2400m/s, cg
FIG. 2. Transmission loss a&=60m for example B, which involves a —1200mis, p=15 glcrﬁ' 'BpZO'ldBl)\' and Bs
Iow—-spéed elastic sediment layer overlying Zn eléstic half-space. The 0.2dBA. The parameters in the half-space acy
(u,,w) solution (solid curvé is in agreement with the reference solution — 2800 M/s,Cs=1400m/s,p=1.7 glend, Bp=0.1dBA, and
(dashed curve Bs=0.2dBI\. The Rayleigh wave corresponds to the sharp
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FIG. 4. Compressional wave energy &t 299 m for example D, which
involves an elastic layer overlying an elastic half-spdagThe peak to the
right in the wave-number spectrum corresponds to a Stoneley wave at the
solid-solid interface(b) The (u,,w) solution(solid curve is in agreement Range (km)
with the reference solutiofdashed curve

FIG. 5. Compressional wave energy for example E, which involves a re-
) . . fracting sediment layer overlying a homogeneous baserttept frame.
peak to the right in the wave-number spectrum appearing igvidence of refraction can be seen in the sediment layer. There is no evi-

Fig. 3. The (,,w) solution appearing in Fig. 3 is in agree- dence of refraction for the case of a homogeneous seditbetiom frame.
ment with the reference solution.

Example D illustrates the ability of theu¢,w) solution  ment parameters are,=3400 m/s, cs=1700m/s, p=1.5
to handle Stoneley waves. A 25-Hz source is placed at g/cnf, B,=0.25dBA, andBs=0.5dB/. The (Uy,w) solu-
=295m in a 300-m solid layer that overlies a solid half- tion is illustrated in Fig. 5. Some of the beams of the Lloyd's
space. We select the parameters in order to magnify the efirror pattern near the source penetrate into the sediment
fect of the Stoneley wave, which exists when . and there  and get refracted back toward the water column. Also ap-
is a large density contrast but small shear speed contragearing in Fig. 5 is the solution for the case in which the
across the interfac@.In the layer and half-space, we take sediment layer is homogeneous, with=1600m/s, cg
cp=1700m/s, c=981.5m/s, B,=0.2dBA, and Bs  =700m/s,p=1.2 glend, B,=0.1dB/\, and Bs=0.2 dBA.

=0.4dBA. We takep=1.2 g/cni in the layer andp=3.6  The beams are not refracted for this case, and there are sig-
glen? in the half-space. The Stoneley wave corresponds t@jificant differences in the water column.

the peak to the right in the wave-number spectrum appearing
in Fig. 4. The (,w) solution appearing in Fig. 4 is in
agreement with the reference solution.

Example E illustrates the effects of gradients in the wave  The elastic parabolic equation has been implemented in
speeds. A 35-Hz source is placedzat 150 m in a 500-m terms of the dependent variablas (w). This formulation is
water column in which the sound speed is 1500 m/s. A rebetter suited to handling solid-solid interfaces. Thg,()
fracting sediment layer that is 500 m thick overlies a homo-solution can be implemented using Galerkin’s method and
geneous basement. The wave speeds depend lineadynon accurately handles all types of interface waves. The Galerkin
the sediment layer, with,= 1600 m/s ana¢s= 700 m/s at the implementation of the4,w) solution breaks down for some
top of the layer andt,=2400m/s ancc;=1200m/s at the problems involving solid-solid interfaces. The Galerkin
bottom of the layer. The other sediment parameters aremplementation of theu, ,w) solution is expected to lead to
p=1.2 glcm, Bp=0.1dB/, and 8;=0.2dB/\. The base- improvements in the treatment of problems that involve slop-

VI. CONCLUSION

3502 J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Jerzak et al.: Modeling Rayleigh and Stoneley waves



ing interfaces, which are difficult to handle in tha ) conservation in one-way models,” J. Acoust. Soc. A89, 1058-1067

formulation. The self-starter was generalized to the,) (1990 o _

case for both compressional and shear sources. M. D. Cpllms and E. K. Westwood, “A higher-order energy-conserving
parabolic equation for range-dependent ocean depth, sound speed, and
density,” J. Acoust. Soc. Am89, 1068—10751991).

ACKNOWLEDGMENTS M. D. Collins, “An energy-conserving parabolic equation for elastic me-

. . dia,” J. Acoust. Soc. Am94, 975-982(1993.
This work was supported by the Office of Naval Re- 12y b colins and W. L. Siegmann, “A complete energy conservation
search. correction for the elastic parabolic equation,” J. Acoust. Soc. AGE,
687—692(1999.
M. D. Collins and R. B. Evans, “A two-way parabolic equation for acous-

LF. B. Jensen, W. A. Kuperman, M. B. Porter, and H. Schn@tmputa- ic back ina in th "3 A 3 13571368
tional Ocean AcousticéAmerican Institute of Physics, New York, 1994 t('lcgggc scattering in the ocean,” J. Acoust. Soc. Abd, -

pp. 343-412. 14 . . . ] . -
2R. H. Hardin and F. D. Tappert, “Applications of the split-step Fourier M. D. Collins, “A two-way parabolic equation for elastic media,” J.
method to the numerical solution of nonlinear and variable coefficientlsACOUSt' Soc. Am93, 1815-18251993. o

J. F. Lingevitch and M. D. Collins, “Wave propagation in range-

wave equations,” SIAM Revl5, 423(1973. ! ) ;
3S. M. Flatfeand F. D. Tappert, “Calculation of the effect of internal waves ?fg’:gdem poro-acoustic waveguides,” J. Acoust. Soc. 24, 783790

on oceanic sound transmission,” J. Acoust. Soc. A8, 1151-1159 ) ) )
1M, D. Collins and D. K. Dacol, “A mapping approach for handling slop-

(1975. M. L
4F. D. Tappert, “The parabolic approximation method,"\Vave Propaga- ing interfaces,” J. Acoust. Soc. An107, 1937-19422000.

tion and Underwater Acousticsdited by J. B. Keller and J. S. Papadakis, ~'A. J. Fredricks, W. L. Siegmann, and M. D. Collins, “A parabolic equa-
Lecture Notes in Physics, Vol. 7@pringer, New York, 1977 pp. 224— tion for anisotropic elastic media,” Wave Motiddi, 139-146(2000.

287. G, Strang and G. J. FixAn Analysis of the Finite Element Method
°R. R. Greene, “A high-angle one-way wave equation for seismic wave (Prentice-Hall, Englewood Cliffs, NJ, 19¥.3

propagation along rough and sloping interfaces,” J. Acoust. Soc.Zn.  °H. Kolsky, Stress Waves in Solid®over, New York, 1968
1991-19981985. 20M. D. Collins, “A split-step Padesolution for the parabolic equation
5M. D. Collins, “A higher-order parabolic equation for wave propagation _method,” J. Acoust. Soc. AnB3, 1736-17421993.

in an ocean overlying an elastic bottom,” J. Acoust. Soc. 86).1459—  **M. D. Collins, “A self-starter for the parabolic equation method,” J.

1464 (1989. Acoust. Soc. Am92, 2069-20741992.
7B. T. R. Wetton and G. H. Brooke, “One-way wave equations for seis-**M. D. Collins, “The stabilized self starter,” J. Acoust. Soc. Arhi06,
moacoustic propagation in elastic waveguides,” J. Acoust. Soc. &4n. 1724-1726(1999.

624-632(1990. ZReference 1, pp. 203-270.

8M. D. Collins, “Higher-order parabolic approximations for accurate and 2*F. B. Jensen and C. M. Ferla, “Numerical solutions of range-dependent

stable elastic parabolic equations with application to interface wave propa- benchmark problems,” J. Acoust. Soc. A8/, 1499-15101990.
gation,” J. Acoust. Soc. Am89, 1050—10571991). 2], Miklowitz, The Theory of Elastic Waves and Waveguidb®rth-

9M. B. Porter, F. B. Jensen, and C. M. Ferla, “The problem of energy Holland, New York, 1978 pp. 165-168.

J. Acoust. Soc. Am., Vol. 117, No. 6, June 2005 Jerzak et al.: Modeling Rayleigh and Stoneley waves 3503



Acoustic backscatter measurements from littoral seabeds
at shallow grazing angles at 4 and 8 kHz

Paul C. Hines, John C. Osler, and Darcy J. MacDougald
Defence R&D Canada—Atlantic, P.O. Box 1012, Dartmouth, Nova Scotia B2Y 3Z7, Canada

(Received 28 April 2004; revised 4 January 2005; accepted 4 March 2005

Direct measurement of acoustic scattering from the seabed at shallow grazing angles and low
kilohertz frequencies presents a considerable challenge in littoral waters. Specifically, returns from
the air—water interface typically contaminate the signals of interest. To address this issue, DRDC
Atlantic has developed a sea-going research system for measuring acoustic scatter from the seabed
in shallow-water environs. The system, known as the wideband SONBS), consists of a
parametric array transmitter and a superdirective receiver. In this paper, backscatter measurements
obtained with the WBS at two sandy, shallow-water sites off North America’s Atlantic coast are
presented. Data were collected at 4 and 8 kHz at grazing angles from 3°-15°. The backscattering
strength is similar at both sites and, below about 8°, it appears to be independent of frequency within
the statistical accuracy of the data. The measurements show reasonable agreement with model
estimates of backscatter from sandy sediments. A small data set was collected at one of the sites to
examine the feasibility of using the WBS to measure the azimuthal variability of acoustic scatter.
The data set—although limited—indicates that the parametric array’s narrow beamwidth makes the
system well-suited to this task. [DOI: 10.1121/1.1898064

PACS numbers: 43.30.Gv, 43.30.Ft, 43.30.FRAS] Pages: 3504-3516

I. INTRODUCTION reverberation or direct measurements. Holfacallected di-
Quantifying the effect that the seabed has on an acousti€t mgasureme_nts O_f backscattering dgtg from.1—4 kHZ by
wave is crucial if one is to assess the performance of curre eploying a vertical line array from a drifting ship. Placing
e source at the base of the array allowed him to separate

sonar systems in shallow waters. Furthermore, advances .
sonar technology require a clear understanding of how soungfattér from the seabed and the sea surface. The approach is

scatters from the seabed, which in turn requires experimen€scribe in detail in Ref. 5. Soukup and Graggesent back-

to complement theoretical and numerical models. The meaSCalter measurements taken over a limestone seabed in the
surements can be classified as direct or reverberation. Tre3-5-kHz region. Several papers contained in Ref. 7 also
former refers to measurements that have a single interactigff€Sent data of direct measurements of scattering. Day and
with a boundary, whereas the latter measurements encompa¥mamot8 present backscatter data collected at 3.75, 7.5,
returns from many boundary interactions that are time coin@d 15 kHz in 17-m waters near Ft. Pierce, FL. Given the
cident at the receiver. Although reverberation experimentyariability in composition of coastal seabeds, existing data
provide a reasonable approximation to naval systethe ~ Sets are still rather limited.

measurements are averaged over many grazing angles and 10 address this deficiency, Defense R&D Canada—
boundaries, and can obscure the physical mechanisms thAtlantic (formerly DREA) has developed a wideband active
provide the key to understanding the physics of scattering. lI§onar to interrogate the seabed in shallow water and quantify
recent years a number of direct measurements of backscattdis geoacoustic properties. During operation, the sysiem

ing have been made in shallow water at frequencies above ffgrred to as WBSis fully decoupled from the tending re-
kHz (see Williamset al? and the references thergirHow-  Search vessel and is instrumented with both acoustic and
ever, in shallow coastal water at low kilohertz frequencieshonacoustic sensors to assist in the evaluation of the data. In
(nominally below 10 kHy, direct measurements are particu- May 2001 the system was deployed as part of a joint US-
larly challenging. This is because the size of a conventionaBACLANTCEN-CA experiment referred to as Boundary
sonar is roughly proportional to its acoustic wavelength andCharacterization 2001. The WBS system collected acoustic
in order to project a narrow-enough acoustic beam, the sondrackscatter data as a function of azimuth and grazing angle
must be many wavelengths long. In this circumstance, onat two shallow-water sites off the east coast of North
usually cannot place the sonar near enough to the seabed America—one near New Jersey and one near Nova Scotia.
avoid vertically directed sidelobes which generate unwelMeasurements were made at grazing angles ranging from
come interference from sea-surface scatter. Because of thegbout 3° up to 15°, at frequencies of 4 and 8 kHz.
challenges, and the fairly recent focus on shallow-water  Following the introduction, an overview of the WBS
acoustics in this frequency range, the literature containingystem and its technical functionality are given. Then, the
direct measurements of scattering below 10 kHz is ratheexperimental geometry and methodology is described. Fi-
limited. Bunchuk and ZhitkovsKli present backscattering nally, results from the experiments are presented with a pri-
data from 2—-16 kHz collected in 250 m of water, but it is mary focus on the estimates of backscattering strength ob-
unclear from the text whether the data should be classified aained.
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FIG. 1. Photograph of the wideband sorf#/BS) armature yoke holding

the parametric array transmitter systéPATS). The nine elements that com-
prise the parametric source are visible on the right-hand side of the photo. . .

The SIREM line array is shown mounted along the length of the PATSSCAttering strength at very shallow grazing angles; however,
housing. The array hydrophones are hidden from view by the polyurethanphysical constraints limit the vertical range of angles to

housing that surrounds them.

Il. THE WIDEBAND SONAR (WBS)

Defense R&D Canada-Atlanti€DRDC Atlantic has
develope@!® a wideband sonar system for collecting envi- ate the water, thereby leaving the space frame positively

surface

m float

ronmental acoustic data in the open ocean. The WBS s re-
motely controlled from a research ship via an rf radio link
fixed to the system’s surface float. This minimizes the risk of
acoustic interference from the ship and prevents ship motion
from compromising its stability. The acoustic sensor suite
consists of a parametric arfay? transmitter(PATS), a su-
perdirective endfire line array receiveé8IREM), and a tri-
axial intensity array receiveiSIRA). In addition to acoustic
sensors, the array is instrumented with an assortment of
nonacoustic sensors to assist in evaluating the data. The
nonacoustic sensors include depth, tilt, roll, and heading sen-
sors to monitor array position and direction, as well as ac-
celerometers to monitor platform vibration. Whereas SIRA is
fixed to the space frame, the sonar armature which holds
PATS and SIREM can be panned through 360° in azimuth
(see Fig. 1 Pointing direction is monitored using the nona-
coustic sensors mounted on the space frame combined with
optical shaft encoders to measure the pan and tilt angle of the
sonar head. This obtains a resolution of approximately

in each of the vertical and horizontal planes. The system can
be configured to be either bottom tethergdg. 2 left) or
bottom mountedFig. 2 righd. In bottom-tethered mode the
armature rotates 180° vertically so that the sonar can be po-
sitioned above or below the space frame. This enables mea-
surements through # steradians. Platform stability is
achieved by decoupling the space frame from the surface
float through a weighted cable and streaming the space frame
into the prevailing shear current. In bottom-mounted mode a
remote command is sent from the ship to the surface float to
flood the subsurface floats on the space frame to set the sys-
tem on the seabed. This offers an extremely stable platform
that permits coherent averaging of multiple pings. This is
used in low-SNR conditions such as measurements of back-

—30° from the horizontal up to-90°. In bottom-mounted

mode the sonar head sits 1.5 m above the space frame, which
corresponds to 2.7 m above the seabed. Prior to recovery
compressed air is forced into the subsurface floats to evacu-

surface

m ﬂ float

o

super
l@@]| electro-mechanical dirch’:tive ] Il electro-mechanical
/ cable array cable
| ~om
intensi _.——sonar L super
| ara head e directive ! FIG. 2. Schematic of WBS bottom
T s, — T arra ! +90° tethered (left) and bottom mounted
100m 100m ~5‘m (right). Note that the pivot point for
(typ) (typ) intensity A sona the sonar support arm is different for
buoyant array “head the two configurations.
.
space - -30
frame 20m space S Né
{typ) frame B .
Wea W s T
T Kl—‘\
150m 150m
(typ) (typ)
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buoyant so that it rises to the sea surface. The experimentscated at the northern end of the well equidistant from the
discussed in this document were all performed with the syssides. There is a second variable-depth station capable of
tem in bottom-mounted mode. handling up to 7000 kg located 30 m away at the southern

Employing a parametric source offers three advantagend of the barge outside the superstructure. This latter station
First and foremost, due to the nature of signal generation imllows the maximum separation between source and receiver.
the parametric array, no sidelobes are formed. This featurBigure 3 shows a schematic of the facility and Fig. 4 shows
avoids the added complexities of unwanted boundary intera photograph of its interior.
actions when making measurements in shallow water. This The source level and beamwidth of a parametric array is
enables one to measure, for example, the reflection and scaiange dependent in the interaction zdhelherefore, the
tering characteristics of the seabed in the absence of interfecalibrations were performed at several ranges to obtain the
ence from sonar sidelobes. Second, one can obtain a widspurce level and beamwidth at ranges corresponding to the
bandwidth than that obtained using a conventional source. Inear field and the far field. First, the PAT&call Fig. 2 was
the present case a bandwidth of 2 to 10 kHz is realized fronmounted to the large outside station and set to a depth of
a single transducer with a primary frequency of 100 kHz.approximately 6 m. A 2.54-cm spherical calibration hydro-
The wide bandwidth means that a single transducer can bghone(sensitivity —195re: 1 V/uP3a was mounted to one
used in place of a suite of transducers, each of which magpf the small trolley stations and lowered to the same depth.
require separate power and tuning circuitry. The wide bandThe geometry is shown in Fig. 3. The hydrophone was fre-
width also allows a great deal of flexibility in the types of quency independent and omnidirectional to withiri dB
pulses available. Third, the beamwidth of the parametric aracross the difference frequency band of 2—10 kHz. The hy-
ray is extremely narrow relative to the transmitter aperturedrophone had a first resonance at 54 kHz, above which its
In the present case a square transducer measuring 41 cm osensitivity decreased monotonically up to 150 kHz. The re-
side yielded horizontal and vertical beamwidths of approxi-ceive sensitivity at 100 kHz was217 dBre: 1 V/uPa; that
mately 4°-7°. This facilitates measurements of backscattes, —22 dB relative to its response across the difference fre-
as a function of azimuth as well as out-of-plane bistatic scatgquency band. This lower sensitivity at 100 kHz was chosen
ter. The price paid for these advantages is poor acoustic efleliberately to ensure that the excessive source level at the
ficiency, <0.1% across the difference frequency band. primary frequencynominally 240 dBre: 1 uPa@1 m did

The principle receiver for measuring acoustic scatter isiot generate a nonlineddifference frequengyresponse in
SIREM—a six-channel superdirective hydrophone linethe hydrophone ceramic and contaminate the true difference
array™® Superdirective arrays compute pressure gradients arflequency signal generated within the water colutithe
as such require interelement spacings that are a small fraon-axis sound-pressure levé6PL) and the beam pattern
tion of an acoustic wavelength. Thus, by its very nature, thevere measured at difference frequencies gf 2, 3, 4, 5, 8,
superdirective array is much more compact than a converand 10 kHz at separations ranging from 15—-30 m. This cor-
tional array and complements the compactness of the paraesponds to the minimum and maximum separations for this
metric transmitter. The array yields gains of up to 15 dBgeometry. Next, the PATS was mounted to the interior station
across the sonar’s frequency band from an array apertur@nd the measurements were repeated at ranges of 3—15 m.
which is only 0.8 m long. The SIRA intensity arfdyis a  Time constraints required that these close-range measure-
secondary receiver and is used to localize the platform and tments were limited to 2, 4, and 8 kHz. For each calibration,
measure ambient noise directionality. All backscatteringa series of pulses of 2-ms duration was collected, converted
strength estimates results reported in this paper were olite power spectra, and averaged. Each data point plotted in
tained using a single hydrophone from the SIREM line arraythe calibration figures shown hereafter represents the power
as the receiver. average of no fewer than 16 pings.

The WBS system was used to collect acoustic backscat- To examine the impact of nonlinearity in the calibration
ter data at two shallow-water locations off the eastern coadtydrophone, the parametric array was truncated using an
of North America. Prior to reporting on these results, theacoustic filter and a set of on-axis source-level measurements
source characteristics of the parametric array are presentedivas made. The acoustic filter absorbs the primary frequency

the following section. (nominally 100 kHz while allowing the difference fre-
quency to pass virtually unattenuated. Since the effect of
IIl. PARAMETRIC ARRAY CALIBRATION hydrophone nonlinearity is most pronounced at close range

The calibration experiments were performed at DRDCand low difference frequenciés,this experiment was per-

Atlantic’s calibration barge, located in Bedford Basin, in formsd atdeZIr(]Hz attrhangse;ffd3;15 m. ted t .
Halifax Harbor. The barge is an enclosed, 300-metric to \gure > shows the ala converted to-on-axis

n,.
steel vessel, moored in a 42-m-deep, salt-water basin. Thcgfference—frequency source level (glreferenced to 1 m,

barge measures 3617 m. Inside the barge superstructure igas a function of range for frequencies of.2, 4, and 8 kHz. The
a rectangular wel(18xX9 m) open to the segsound speed _SLd at 2 _kHch for thet_trurlca;ed array ISI alscihsho;vg. The
c~ 1460 m/s). Two mobile trolleys, which are equipped with'?creﬁse_ I'T)I e i_ezs |I<T|az tor ragges ItES? a’?h ml_ls
mounting stations capable of handling up to 140 kg, travers& ca'y VISIDIE N the 2-kHz dala and results from the noniin-
ear response of the calibration hydrophone. This contamina-

the well. The trolley/mounting-station configuration allows .
y g g ion can be seen to a lesser degree in the 4-kHz data as well.

the sensors to be located anywhere within the well. A Iarge} 10 o 15 h . Kabl d b
variable-depth station capable of handling up to 7000 kg i rom to m there Is remarkably good agreement be-
tween the truncated and untruncated 2-kHz data, suggesting
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FIG. 3. Schematic of parametric array calibration experiment showing a plan(tapnand cross-section vieybottom. The superstructure surrounding the
well is not shown.

that the Sly estimate obtained using the truncated array ig0 hydrophone nonlinearity. Figure 7 summarizes the range
valid at closer ranges. To support this view, as well as tccalibration results at 2, 3, 4, 5, and 8 kHz and the corre-
estimate the S} at close range at higher frequencies, a nu-sponding near-field model estimates.

merical model® was evaluated to estimate the source level in ~ The beam pattern measured at a difference frequency of
the near field of the parametric array. Figure 6 compares th8 kHz is plotted in Fig. 8 for ranges of 10—-30 m. Clearly the
model results to the data from Fig. 5. The agreement betwedpeam pattern is less sensitive to range than is the source
the model and the data at 2 kHz is excellent. For rangekevel. The data exhibit a monotonic decrease in amplitude
greater than about 10 m the model shows very good agreeff-axis typical of a parametric array, with no sidelobes evi-
ment with the data at 4 and 8 kHz. At ranges less than 10 ndent out to at least 50°. Figure 9 contains the beam pattern
disagreement between the model and data can be attributedeasurements at frequencies of 2, 4, and 8 kHz taken at a

FIG. 4. Photograph of the interior of
DRDC Atlantic’s calibration barge.

The mounting trolleys can be seen in
the far end of the well.

o
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FIG. 5. Calibration results showing difference-frequency source leve)(SL FIG. 7. Summary of the SlLdata and model results as a function of range
as a function of range for the truncated and untruncated parametric array.for 2, 3, 4, 5, and 8 kHz. The units are only displayed at 8 kHz to prevent
overcrowding the figure.

range of 30 m. The results obtained at 3 and 5 kHz are _ .
consistent with Fig. 9 but have been omitted from the figurestudy area. Site NJ1 on the New Jersey Shelf is located on a

to avoid overcrowding. midshelf sand ridge, oriented approximately 060 °T, with an
rms height of approximately 1 to 1.5 m, and width of ap-
IV. THE EXPERIMENTAL SITES proximately 1.5 to 2 knt/ The slope of the seabed within

100 m of the WBS(that is, grazing angles down to 1)5h
The experiments were performed at two shallow-watethe directions of the scattering experiments is less than 0.04°.
sites on North America’s eastern seaboard—one site knOV\n]'lhe sand ridges in this area appear to be relic features on
as ONR Strataform East is located off the New Jersey coasphich erosion and sediment transport processes are not ac-
and the second site is about 200 km southeast of HalifaXjve; the erosional processes are restricted to the adjacent
Nova Scotia on Canada’s Scotian Shelf. The sites were Ch(gwaje areas characterized by ribbons and scour p|tS Al-
sen primarily because of the availability of supporting geo-though the swath bathymetry data in Ref. 17 are not capable
technical measurements to assist in data interpretation. Regf resolving higher frequency ripples, there are no known
erences 17 and 18 describe the locations in detail; howevegpservations of ripples being found on the midshelf sand
in an effort to keep this paper self-contained, a brief descripridges. Extensive seismic reflection profiling has revealed
tion of each site is given below. that this area is underlain by a NNW—SSE-oriented dendritic
A. Strataform East site drainage system. In the vicinity of NJ1, there is a series of
ancient river channels that are approximately 10 m deep and
Site NJ1 is located on the continental shelf off the coashaye peen filled with unconsolidated sediméftshese
of New Jersey, in a “natural laboratory” established by theyjyer channels and a prominent regional near-surface seismic
Office of Naval ResearchONR) (See Fig. 10. Numerous reflector, theR reflector, have been identified as potential
complementary acoustic and geophysical experiments anghrces of coherent energy scattered from the seabed that
surveys have been conducted in the ONR Strataform Eaggay manifest itself as false targets on active sonar systems.
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FIG. 6. Model-data comparison for $lcalibration of parametric array at 2 FIG. 8. Parametric array beam pattern calibration results at 8 kHz for ranges
kHz (triangles, 4 kHz (squares and 8 kHz(circleg. The corresponding from 10—30 m. The beam pattern is insensitive to range within the region
model results are given by the dashed lines. measured.
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10 —r—T—T—T—"TT+—T—TT1T T T T TT noise, it is away from the seismic exploration presently con-
: 3 centrated along the shelf edge and from the oil and gas pro-
. 0 F 3 duction platforms (the nearest is Alma at 43°35.7N
€ 0k 3 60°40.9W.
{ ' ] To characterize the surficial geology at NS1, and exam-
3 20 F 3 ine the temporal variation of the surface roughness, a series
3 s ] of sidescan and sub-bottom profiler survey lines was col-
= -30 | A -: lected 6 months prior to the scattering trial and again during
E wf & © 1 the trial. Grab samples were also taken during the trial. The
e T 5 ; surficial sediment at NS1 is a well-sorted medium sand, 0.25
50E 3 to 0.5 mm(¢=1.0 to 2.0. There is a near-surface reflector at
F o ¥  adepth of 06 3 m beneath the seabed that marks the top of
-60 L -_;0- @ -_2:0- — t') — 2'0 — 4'0 T a layer of sand dominated by glacial deposits. The sand layer

is approximately 75 m thick and is underlain by tertiary aged
sedimentary rock. The WBS was situated in one of an exten-
FIG. 9. Parametric array beam pattern measured at 30-m range at frequegive series of quasiparallel ribbon-like bedforms whose long
cies of 2, 4, and 8 kHz. The results obtained at 3 and 5 kHz are consisteixes are oriented north—northeast to south—southwest. The
ith those shown but have been omitted from the fi i - : : :
mé' gure to avoid 0"erc“’""drl_bbons are slight depressions in the seabed caused by ero-
sion due to the prevailing currents, and are typically hun-
dreds of meters long, approximatéd m wide, and 10 to 30
m apart from one another. Finer-grained material is removed
from these depressions, leaving behind coarser sand. Low-
a%plitude ripples are sometimes present within these depres-
sions, indicating that the area has active sediment transport,
but none was present at the time of the scattering measure-
ments. The ribbons were the only surface feature within the
B. Scotian Shelf site range of the WBS experiments. To determine the depth of the

The surficial sediment distribution of the Scotian Shelffibbons relative to the surrounding seabed, a swath bathym-
is closely related to the processes that transpired during arff”y Survey was conducted 1 year after the trial, using a
since the last glaciation. In general, the shallow-water bang>>-kHz Reson 8125. The ribbons were found to be in the
areas tend to have sand or gravel overlying glacial till anf@me location as the previous two sea trials, suggesting that
then a consolidated rock layésedimentary offshore and it would be appropriate to use the swath data despite the
metamorphic inshoje Meanwhile, the deep basins tend to iNtérvening period. The ribbons are typically 0.3 to 0.5 m
have clays and silts that are washed away from the banf€€P. By examining the bathymetry perpendicular to and
areas and deposited on top of the deeper till and rock |ayer§_arallel to the rlbk?on axes, one obtains a standard deylatlon
The experimental site, NS1, is located at 44°05N, 61°10W" the local grazing angle of 2.7° and 1.9°, respectively.
on the Scotian shelfsee Fig. 11 approximately 45 nautical Since the ribbon pattern is not deterministic, averaging

miles from the shelf edge. To avoid interfering sources of2cross several azimuths will tend to smooth out range-
dependent and compositional effects that may be manifest on

a particular azimuth.

With the exception of the ribbons, the seabed is flat in
the experimental area and there are no overall trends of any
significance. Bottom loss measurements at 630, 1000, and
3150 Hz were combined with normal incidence seismic re-
flection data taken at the site to develop a two-layer nfédel
for the seabed. A manual best fit to the data was obtained
using a surficial layer 2.3 thick with a sound speed of 1647
ms’i overlying a half-space with a sound speed of 1700
ms

angle (degrees)

The surficial sediment at NJ1 is a well-sorted medium
sand?® grain size of 0.25 to 0.35 mrfyp=1.5 to 2.0. The
average compressional wave speed measured at 65 kHz
two nearby locations using the University of New Hampshire
ISAAP sediment prolfe is 1727 and 1756 ms.

39°30°

39°20°

39°10°

Latitude N

V. THE EXPERIMENTAL GEOMETRY AND
METHODOLOGY

A. In situ calibration

39°00°

38°50 Due to space constraints it was not possible to calibrate

73900°  73°10° 78°00° 72°50° 72°40° 72°30°  72°90° the PATS head while it was mounted on the WBS space
frame at the calibration barge. Therefore, in order to most
closely replicate the experimental geometry, a subset of the
FIG. 10. Map showing the Strataform East area and experimental site NJralibration measurements were made prior to performing the

Longitude W
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46°00 |-

45°00°

P4
3
=] o, .
-% 44°00 FIG. 11. Map showing the Scotian
| Shelf area and experimental site NS1.
43°00°
42°00°

64°00° 63°00° 62°00° 61°00°  60°00° 59°00°
Longitude W

scattering experiments. Figure 12 contains a sketch of thef +9° so that the beam axis was coincident with the hydro-
experimental geometry used to perform thesitu calibra-  phone nearest the center of the UAT array. Then, a series of
tion. The WBS was deployed in bottom-mounted méde 50 pulses, 0.5 ms long was transmitted by the WBS at 4 kHz
call Fig. 2 and DRDC Atlantic’s Underwater Acoustic and the received level was recorded on all UAT hydro-
Targef® (UAT)—an eight-hydrophone vertical line array phones. To ensure that the VLA was stable during the mea-
(VLA )—was deployed approximately 160 m away from thesurements, the 50 pings were coherently averaged. For a
WBS. The VLA hydrophones were spaced at 4.2-m intervalsGaussian noise background one would expect a gain of
so that it could sample a substantial portion of the parametri¢0 log’50)=17 dB. If the VLA was moving relative to the
array’s vertical beam cross section. Both systems were locatransmitter, the coherent gain would be reduced. The mea-
ized in the horizontal plane to an accuracy*d3 m using the  sured coherent gain throughout the calibration was 11 @B,
technique described in Ref. 24. Depth sensors on both sy#dicating that the VLA was not moving relative to the para-
tems were used to determine the vertical position of sourcenetric array. The PATS head was rotated 1.5°-2° in azimuth,
and receivers. The PATS head was steered at a vertical angiad this sequence was repeated. Measurements were taken at

TSN

surface float '

Underwater
Acoustic

superdirective
receiver

Wide Band /

parametric

Sonr
== transmitter

iy

FIG. 12. Experimental geometry used to perfamsitu
calibration of parametric array.

™ intensity
receiver
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(normalized dB) 13(a) shows a contour plot of then situ calibration data.
Figure 13b) shows the cross section of the beam pattern
obtained on the center hydrophone during the azimuthal
scan. The beam pattern measured at the calibration barge at 4
kHz is replotted from Fig. 9. The agreement between the two
calibrations is reasonably good, but the situ calibration
suggests a two-sided half-power beamwidth of approxi-
mately 7°—compared to 4.5° measured at the calibration
barge. Since the calibration at the barge was conducted in a
very well-controlled environment, one would think the
in situ calibration is suspect. The most obvious cause of error
S S would be relative motion between source and receive array
-2 -8 4 0 4 8 12 during thein situ calibration. This could occur, for example,
azimuthal angle (degrees) if ocean currents caused the vertical line array to sway; how-
ever, the coherent average of 50 pings taken at a single azi-
R muthal angle agreed to within 1 dB of the result obtained by
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] o = barge relative motion between the source and the receiver, one
IED' " g would not be able to coherently average the pings. Addition-
" -D . ally, if there was relative motion between the WBS and the
VLA during the course of the calibration, one would expect
some smearing of the beam pattern; but, neither the cross
section nor the surface plot in Fig. 13 show significant evi-
dence of this. Thén situ calibration provides Sj at only a
single range value since the separation between source and
receiver could not be altered. The value obtained at 160-m
. range was approximately 188 di&: 1 wPa@1 m. This
source level is consistent with the asymtoptic nature of the

data plotted in Fig. 6.
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FIG. 13. In situ beam calibration result®) Contour plot of azimuthal and

vertical beam pattern obtained at séa). Cross section comparinig situ .

beam pattern measurement to measurements obtained at DRDC Atlantic%- The scattering measurements

calibration barge. Figure 14 contains a sketch of the experimental geom-
etry used to measure backscatter from the seabed. The WBS

azimuths from—15° to +15° relative to the beam axis. This was deployed in bottom-mounted mo¢tecall Fig. 2 and

technique enabled an estimate of the vertical beam pattethe sonar was initially pointed at a grazing angle of 15°. A

using the aperture of the eight-hydrophone array and thseries of 50 pulses, 2—5 ms in duration, was transmitted by

horizontal beam pattern using the azimuthal scan. Figuréhe WBS at 4 and 8 kHz, and acoustic backscatter from the

e surface float | /|| ————

superdirective
/ receiver

parametric
R transmitter

FIG. 14. Experimental geometry used to measure
acoustic backscatter from the seabed.

&
sector scan &

N
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seabed was recorded on SIREM. The parametric array trans 70 ~—r——f——+1T+—"—"T T+
mitter was rotated in azimuth and the sequence was repeate( [ transmit ]
The backscattered intensity was measured at several azi 60 | -
muths, the results averaged, and converted to backscattering [ ]
strength(BSS. The grazing angle was reduced and the pro- § 50 | main .
cedure was repeated. Backscatter data were collected Wit|% F return
the sonar pointing at grazing angles from 5° to 15°, resulting 5
in coverage from about 3° to 15° grazing. S
In addition to measuring the BSS as a function of graz-
ing angle, a sector scan was made at 10° grazing angle tc
examine the feasibility of using the WBS to measure the
azimuthal variability of acoustic scatter. Once again, a series . ]
of 50 pulses, 2 ms in duration, was transmitted by the WBS 10 jo—t—— =i it
at 4 and 8 kHz, and the returns were recorded on SIREM. time (ms)
The parametric array transmitter was rotated approximately
1.5° to 2° in azimuth and the sequence was repeated. ThRG. 15. A sample of the backs_catterec_i energy received on a single SIREM
. Ao . hydrophone plotted as a function of time. Timle=0 corresponds to the
sect_or scan coveregl approximatelyg=25°. Time con- " time of transmission of the pulse.
straints did not permit a 360° sector scan; as a compromise,

the parametric array was rotated 90° in azimu_th relative tQ/\/hich, within the limits discussed in Sec. IV, is consistent
the center of the_ sector scan, and the experlronent_ was réiih the topography at the experimental sit@us, the BSS

peated for two azimuthal angles separated by 3°. This proces . pe computed for a reasonably wide range of grazing
dure was adopted to allow an examination of the small-scal
transition of backscatter across azimuth, while at the sam

time providing an opportunity to observe any drastic varia- 1 increases confidence in the results.

tions that might only show up with a substantial change in There is a risk that the received signal could be contami-

a02|muth. The transmltter. was rotated approximately 1.5 tchated by scatter or reflections from the space frame as the
2° to ensure there was significant overlap of the area ensoniz - e propagates from the scattering patch back to the re-

fied for adjacent measurements in the sector scan. As will b8eiver.(This is not an issue for the outgoing parametric pulse

seen later n the paper, the pverlap ensures a smooth ranylacause the outgoing pulse is too narrow to interact with the
tion for the visual(waterfall display of the data. These mea-

bined with th d 90° relati space frame.The dimensions of the frame and the height of
surements, combined with those made at relative azlyg sonar above the framework dictate that an angle of 30°
muth, provide between five and eight independent patches %f

bed for the BSS calculation d di hether th elow the horizontal is the shallowest angle from which re-
seabed for the caiculation depending on Whether thy s from the ensonified patch of seabed could scatter or
barge or then situ calibration is correct.

. . ) . reflect from the frame and impinge on the receiver. These
In the following section, estimates of the grazing ar‘gleinten‘ering returns would be approximately time coincident
Sigszgweer:ﬁea(r); tgrizsi?]iagta?oﬁgdw?[hkgzs(;?rtlzllgegff;ﬁz égﬁlith the direct arrival because the path lengths would be
muthal variability of the scattered intensity for the Slmost identical. To address this concem, the single-
. hydrophone data were compared to the same returns pro-
Strataform East site. cessed using a fifth-order superdirecti(@D) array?® The
beam pattern of the fifth-order SD array is such that, relative
VI. RESULTS AND DISCUSSION to the on-axis response, the received sensitivity &dB at
30° off-axis, and—10 dB at 35° off-axis. If significant en-
ergy was scattered/reflected by the frame, then it would show
The solid line in Fig. 15 shows a sample of the back-up in the single-hydrophone data but would be rejected by
scattered energy received on a single SIREM hydrophonghe superdirective processingf this occurs, the two data
plotted as a function of time. The data are at a slant angle ofets would not have the same received level on-axis, since
10° and 8-kHz difference frequency. The initial transmitthe single-hydrophone results would include additional scat-
pulse(corresponding td=0) and the main return centered ter paths, whereas the SD processing would reject them.
at about 20 ms are labeled in the figure. As can be seen iRigure 16a) compares 4-kHz time series data from a single
Fig. 15, there is substantial SNR from about 15 to 30 mshydrophongsolid line) with the fifth-order SD resultédash
These times-of-flight map to grazing angles of 28=7° |ine). Both curves represent the average across several azi-
using the formula muths. The data contained within the dashed box have been
replotted in Fig. 16b) in terms of equivale’Af grazing angle
, (1) ¢ using Eq.(1). Above about 20° grazing, the beam pattern
CuT/2 of the SD array begins to reject the steeper paths, resulting in
whereh is the sonar height above the seabgglis the com- the lower level of the dash curve. However, near the center
pressional wave speed in water at the depth of the WBS, anaf the beam(say, from 15°-7f, the results measured on the
¢, T/2 is the slant range to the seabed corresponding to tim8D array are within about 1.5 dB of the levels measured on
T after transmissior{Note that Eq(1) assumes a flat seabed the single hydrophone. This places an upper bound on con-

receiv

gngles for a single slant angle of the sonar. This allows some
8verlap in angle for each of the BSS estimates obtained,

A. The backscattering strength measurements

d=sin"t
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FIG. 16. (a) Comparison of 4-kHz time series data collected on a S|ng|eF|G 17.(a) Backscattering Streng[ﬂBSS VS grazing angle for the Scotian

SIREM hydrophonésolid line) with data processed superdirectively using shelf site computed using barge calibration data. Results are given at 4 kHz

all six hydrophones in the SIREM arrgtashed ling (b) Replot of the data  (thick dashed linésand 8 kHz(thick solid lines. The data are compared to

contained within the dashed box @ in terms of grazing angle. Note that model estimates of BSS from fine safitin dotted ling¢ and medium sand

a logarithmic horizontal axis has been used to enhance the display of sha(lt-hin dashed ling Lambert's law withu=—27 dB is plotted for reference

low angles. (thin solid line. (b) BSS vs grazing angle for the Scotian Shelf site com-
puted usingn situ calibration data. Results are given at 4 k¢ttzick dashed

lines) and 8 kHz(thick solid lines. The data are compared to model esti-

tamination from the space frame of about 1.5 dB. The Separﬁates of BSS from fine san¢thin dotted ling and medium sandthin

ration of the two curves below 7° occurs because the singl@ashed ling Lambert's law withu=—27 dB is plotted for referencéhin
hydrophone is approaching the ambient noise floor, wherea®lid line.
the noise floor for the SD array is about 10 dB lovyecall
time T<O0 in Fig. 16a)].

The energy time series was converted to BSS using th
expression

average was computed. The BSS was computed using Eqg.
?2). Equation(2) can also assist in providing a bound on the
error in the BSS estimate. The source level and receive sen-
BSS=RL—-10logA)—SL f4,R]+20logc,T/2) sitivity were calibrated to withinx1 dB. The array was
—10log 7) @ within a few meters Qf the seabed, where the sound speed
' was very stable during the course of the measurements.
where RL is the received intensity is the area ensonified Therefore, errors related to the spreading term are minimal.
by a pulse of durationr and beamwidth() (measured in [Errors caused by scatter from the frame will not appear in
steradians SlLy is the source intensity at difference- Eq.(2) but are less than 1.5 dB as discussed previoLifhe
frequencyf 4 and rangeR, 201og(,T/2) accounts for spheri- largest source of uncertainty in the BSS occurs in the esti-
cal spreading from the scattering patch to the receiver, anthate of the ensonified area. The discrepancy in the beam
the term 10lo¢r) is required to convert from units of energy pattern measurements made at the calibration barge and
to power. Values for Sk and the beamwidth were obtained in situ during the experiment result in an uncertainty of ap-
from the calibration data and models summarized in Figsproximately 3 dB. Figures 17 and 18 show the BSS at 4 and
7-9 and 13. 8 kHz for the Scotian Shelf and Strataform East sites, respec-
The backscattered energy was measured with the acouively. The data are plotted as a function of grazing angle
tic axis centered at slant angles of 5°, 7.5°, 10°, and 15°. Temploying the barge calibratiofFigs. 17—183)] and the
prevent discrete features from biasing the results, measuré situ calibration[Figs. 17—180)]. The envelope of the data
ments were made at several azimuthal angles and the rne®mputed using both calibration estimates is shown in Figs.
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-10 —r—r—r—r —— —r—— —r—r— FIG. 19. Envelope of the BSS vs grazing angle data for the Scotian Shelf
i 8 kHz ] site at 4 and 8 kHz. The dark patches in the figure correspond to regions

where the 4- and 8-kHz data overlap. The model estimates from Fig. 17

-20 4-kHz have been replotted in this figure.

----- fine sand
med..sand..
Lambert

thin solid line. Although, the angular dependence given by
Lambert’s law does not match the data, the levels are similar
below 10° grazing. The remaining two curves were obtained
from tabulated BSS values using the APL-UW high-
frequency modél at a frequency of 10 kHz—the lowest
frequency for which model results were given. The thin dot-
70 ted line in the figure corresponds to the BSS tabulated for
oo 15 10 5 fine sand, and the thin dashed line corresponds to the BSS
grazing angle (degrees) tabulated for medium grain sand. These curves represent a
range of »=1.5 to 3.0, which is consistent with the grab
FIG. 18. (a) BSS vs grazing angle for the Strataform East site computed - ;
using barge calibration data. Results are given at 4 (thizk dashed lines samples taken in the arécall Sec. IV of this papéerhese
and 8 kHz(thick solid lines. The data are compared to model estimates ofcurve_S should not be construed a? an attempt to model the
BSS from fine sandthin dotted ling and medium sanéthin dashed ling  experimental data. It was not possible to measure several of
Lambert’s law withu=—27 dB is plotted for referencghin solid line. (b) the geophysical inputs required by the model. Furthermore,
BSS vs grazing angle for the Strataform East site computed usisgu th del h v b tested d to 10 kHz. H
calibration data. Results are given at 4 kftlzick dashed linesand 8 kHz € moael has (?n y been teste own to Z. However,
(thick solid lines. The data are compared to model estimates of BSS fromthe agreement in slope and level between the data and the

fine sand(thin dotted ling and medium sanéthin dashed ling Lambert’s model supports the validity of the measurements.
law with u=—27 dB is plotted for referencéhin solid line.

BSS (dB)

o

19 (Scotian Shelfand 20(Strataform Eagt This allows one 10 ——r—— —r—r—r R —r—r—

to obtain a useful uncertainty bound on the BSS when em- B (8 kHz
ploying them in sonar performance modeling. Below about .20 [ [ HakHz :
8° grazing, the data at both sites exhibit little, if any, fre- - e | fine sand 1
guency dependence in the scattering strength. At both sites 3o ----. ¥ NEUEIIEER - imed. sand 1

the BSS at 4 kHz is about 6-10 dB lower than at 8 kHz, g I G P S —— |Lambert ]
from 15°-10°; however, the levels of the 4- and 8-kHz data g .49 [ el Y 1
converge at shallower angles. The fact that the two sites ex @
hibit similar frequency and grazing angle dependences in the g,
BSS does not come as a surprise, given the similarities ir
sediment type and surficial geology. Both sites have a perva R
sive layer of sand. Although the sand overlays a more com-
plicated geological structure, it is the sand layer that domi- - L L L
nates the acoustic response. 20 15 10

Three model curves are also shown in Figs. 17—20 for grazing angle (degrees)
comparison. First, Lambert’s law, given by

TTTT
| A |

TTTT

TTTT
111

o
o

FIG. 20. Envelope of the BSS vs grazing angle data for the Strataform East
LL=0o+10 |0qsin2( )1, (3 site at 4 and 8 kHz. The dark patches in the figure correspond to regions
where the 4- and 8-kHz data overlap. The model estimates from Fig. 18

with a Lambert coefficient otr=—27 dB, is shown as the have been replotted in this figure.
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vs time for the Strataform East site taken at 4 kHz; there is a 10-dB offse s time for the Strataform East site taken at 8 kHz; there is a 10-dB offset

between each curve in the waterfall. The topmdsshedtrace in the figure . etween each curve in the waterfall. The topnidsshesitrace in the figure

is the average for the entire sector scan. The two dashed lines at the botto} the average for the entire sector scan. The two dashed lines at the bottom
of the figure are measurements taken at azimuths 90° and 93° relative to tl the figure are measurements taken at azimuths 90° and 93° relative to the
center of the sector scan center of the sector scan.

FIG. 21. Waterfall display of azimuthal dependence of backscattered energElG' 22. Waterfall display of azimuthal dependence of backscattered energy

of times as one passes through azimuth. Similar features oc-
cur in the 4-kHz data. Additionally at 4 kHz, a sharp ridge
The results of the sector scan made at the Strataforrfdenoted by the arrojcan be seen in the upper traces that
East site are shown in the waterfall displays of Figs.(21 disappears near the bottom of the figure. At this time it is
kHz) and 22(8 kHz). These data are backscattered energy vainclear whether these features result from interface structure
time as measured on a single hydrophone in SIREM. The topr shallow sub-bottom layering. Although this sector scan is
(dashedl trace is the average of the 17 angles used in thdéimited to a relatively small range of angles, it does demon-
sector scan. The 17 solid lines below it correspond to thestrate the potential of the WBS to examine the azimuthal
data at each azimuthal angle. Each trace in the waterfall reprariability of seabed backscatter. Future experiments will ad-
resents the coherent average of 50 pulses at a single azimutlress this in greater detail.
These data were taken with the parametric array pointed at
10° grazing. This corresponds to a two-way travel time ofV”_ CONCLUSIONS
approximately 20 ms at the center of the beam. The two
dashed lines at the bottom correspond to measurements at The wideband sonar is an effective tool for examining
azimuths of 90° and 93° relative to the center of the sectoseabed acoustics. It permits a wide range of experimental
scan. Unfortunately, experimental constraints required thageometries, minimizes the risk of acoustic interference from
for these measurements the sonar be pointed at 13° grazitige ship, and prevents ship motion from compromising array
(rather than 10° used during the rest of the sector)sddns  stability. Its narrow beamwidth makes the system particularly
corresponds to a two-way travel time of 15 ms to the centewell suited to measure the variability of acoustic scattering
of the beam. from the seabed in addition to making dirgcather than
The waterfall display shows rich structure in the azi-inferred measurements of the backscattering strength of the
muthal dependence of the data. For example, the arrow in theeabed.
8-kHz data points to a single peak splitting in two and then  In this paper, the azimuthal variability of the scattered
consolidating back into a single peak. This occurs a coupléntensity and the grazing angle dependence of the seabed

B. The azimuthal variability
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This paper discusses the Wiener—Hopf analysis for the solution of fluid-loaded plate problems when
the planar acoustic impedance is represented by a rational function approximation. With such a
formulation, the factorization of the integrand kernel can immediately be written once the system
poles are determined. The approach is applied to several representative problems, and the
approximate results are shown to be in agreement with those of exact solutions.
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I. INTRODUCTION sentative fluid-loaded plate problem, and it is not clear how
the approximate factorization is to be used.

Estimation of the broadband response characteristics of More recently, DiPerna and Feiused an alternative
connected finite plates using power flow methods requireRFA formulation to calculate the response of a fluid-loaded
knowledge of the power scattering coefficients at the juncplate to a line force. They determined the RFA for the acous-
tions of adjacent plates and at exterior boundaries. When thiic impedance by enforcing a least-square fit to the values of
plates are large enough, or the frequency high enough, tthe exact impedance at a large number of wave numbers
justify broadband estimates in the first place, the power coalong the real axis, in the supersonic region and in the sub-
efficients may be estimated by considering adjacent plates tsonic region out to 125% of the bending wave number at the
each be semi-infinite and their common edge to be of infinitdowest frequency of interest. Using the poles and residues of
length. If the adjacent plates are dissimilar, and the analysithe approximate representation, DiPerna and Feit calculated
is performed in wave numbéFourier transformspace, the the normal velocity of a steel plate in water as a function of
Wiener—Hopf or some analogous method must be used. Idistance from a line forcéfor a range of frequencigsand
implementation requires the factorization of a kernel func-the pressure on an infinite impedance surface as a function of
tion into two parts, one that is analytic and nonzero in andistance from a line volume source. Because their results
upper-half planelUHP) of the Fourier transform variable, agreed very well with those of exact solutions, it was con-
and one that is ana|ytic and nonzero in a lower-half p|an§idered worthwhile to examine the Suitability of their ap-
(LHP). When the plates are fluid loaded, the factorization agroximate model for Wiener—Hopf problems. The intent is
a function of wave number cannot be effected by inspectionfot to develop an accurate approximation to the exact fac-
and available procedures require integrations to evaluate tHers, but to use their model as an alternative representation of
factors for each value of the argumént. Therefore, if the the plate—fluid system. The purpose of the present paper is to
problem solution involves integrals whose evaluation in-aPPly this approach to several benchmark problems, and to
cludes not only residue contributions, but branch cut inteShow that it is successful.
grals whose integrands contain the UHP or LHP kernel fac-

tors, the arithmetic can be complicated and subject to
inaccuracies. Il. SYSTEM POLES AND KERNEL FACTORIZATION

In Ref. 4, Abrahams proposed using a rational function  consider a plate with mass per unit alaandin vacuo
(ratio of two polynomial approximation(RFA) to the com-  pending wave numbé, at frequencyw/27 that is in contact
bined plate and fluid impedances. His objective was to dewjth an acoustic fluid of mass densjpyand sound speecl
velop an accurate approximation to the true factorizationThe system impedancg, in wave number(Fourier trans-
With such a representation, the factorization can be done b%rm) space, is given by Eq1a), in WhichEandEare the

inspection after finding the roots of a polynomial. To obtain,,5ve numbers conjugate to theandy axes in the plane of
this representation, Abrahams first developed an RFA of thg,q plates =1 for one-sided fluid loading ang=2 for two-

acoustic impedance using a Paajgproximant based on a gjged loadingk=w/c, and expfint) time dependence is
Taylor series expansion about zero wave nuntber, in the  55sumed.
supersonic neighborhondTherefore, it is expected that the o
approach will be effective only well above the coincidence _— ) (a?+ %2 epcC
frequency; indeed, the excellent comparison between the ex- Z(a,p)=—1oM|1- K
act and approximate factorization presented by Abrahams b

+ —
[ (a®+pB?)
) i S 1-——5—
was calculated for a frequency that is four times the coinci- k?

dence frequency. He did not present an analysis of a repre- (1a
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TABLE I. Coefficients forS=10 RFA of acoustic impedance.

q Real @) Imag (@g) Real (b,) Imag (b,)

0 0.999 9956700 —0.000002 477 7 1.000 000 0000 0.000 000 000 0
1 —4.0515798000 1.541 8878000 —4.5518410000 1.541 699 800 0
2 5.531463 7000 —5.497 959 800 0 7.4348749000 —6.266 2350000

3 —2.2008335000 7.159 251 600 0 —4.531 6446000 9.700 416 800 0
4 —1.164 7897000 —3.919 502 000 0 —0.5317579200 —6.866 2812000

5 1.032 800 600 0 0.637584 2900 1.685 5502000 1.925 360 700 0
6 —0.1213579800 0.078586 1750 —0.5134595300 0.0157154810
7 —0.023498 1800 0.000 015 160 2 0.009 188944 7 —0.040 156 9430

8 —0.002 1448378 0.000 069 946 7 —0.000907917 8 —0.0103517770

9 —0.000 005934 7 —0.000 000 105 7 —0.000000 7915 —0.000 1683450
10 E e 0.000 000 002 4 —0.000000074 8

Upon normalizing the wave numbers with respect to thehave a small imaginary part that can be positive or negative.
acoustic wave numbek (e.g.,«= a/K), the impedance can Regardless of the sign of Imy(), the contours that define the
be recast as in Eq1b), in which y?>=a?+ 82, Q=k?/kZis  lower boundary of the UHP and the upper boundary of the
the ratio of the frequency to the bending coincidence freLHP are drawn so that each runs benegthand above
quency, ando= pc/wM. For steel plates in waterg —7p, and so that the two half planes have a common over-
~ 0.13/Q. lapping band.

Below the coincidence frequenc{)(<1), the poley, is
_ (1b) easily identified among theS24 solutions by normalizing
V1—+972 the dimensional wave number with respecktoand choos-

DiPerna and Feit approximated the acoustic impedance term? the one for which R%‘/ﬁ)>+l and |Im(7j)|

by an RFA, as in Eq(2), and determined the coefficients <Re(_yj). The CaICL_IIatlons in this paper were perfprmed with
{a}, {b} using a least-squares fit an S=10 RFA using values ofa} and {b} provided by _
' ' DiPerna and listed in Table I. Table Il compares the approxi-

Z(a,B)=—iwM| (1—Q2%y*) +

1 2526aqY? N(y) mation of y,\/Q to values obtained from the exact formula-
>~ 1455 b s — - (2)  tion. The agreement of real parts is excellent, and the imagi-
1=y s=19s¥ D(v) nary part of the approximation is very small.
Note thatN(y)/D(y) =O(1/y?) for |y|>1, in contrast to The input admittancey(B), for a normal line force

1/y1= 2 =0(1/y). This means that the RFA Wiener—Hopf - 9(x)exp(kay) can be written as an integral overusing
solution will require explicit consideration of the tangential (€ System impedance in E¢Sa. Its evaluation may be

derivative of the surface presstiie., the tangential compo- expressed as the sum of residues corresponding to the UHP

nent of the acoustic particle velocit the junction or edge, ©" (LHP) pzole_s. The specific contribution of the polg,
whereas the exact formulation treats this implicitly and au-= V(¥p~B°) is needed to determine the power scattering

tomatically. Because the RFA is an even functiomefthe  CO€fficients, and it is given by Ed4), in which the prime
approximate physical system maintains reciprocity. denotes a derivative with respect yaanddy/da = aly

The system impedance is approximated by Egs.The —

> k D
system poles are the §-4) values ofy for which W(y) Yp(B)=———= (7o) . (4)
:0. wM W,('y)(dylda)ly:yp
CW(y) As discussed in the Introduction, implementation of the
Z(a,p)~—1oM —, (38  Wiener—Hopf analysis requires that the kernel function be
D(v) factored into UHP and LHP components. The kernel for the
WA =1 (1 — 024D, Cn N ) =
W(y)=1(1=Q%)D(y) +ieaN(y)]=0. (3b) TABLE 1l. Comparison of subsonic poles derived from RFA and exact
Because the left-hand side of E8b) is an even function of formulation.
7, the poles may be given asvy;; j=S+2, where+y; is Exact RFA
defined as a UHP pole. Q () 7o Q

With one possible exception, the UHP poles are defined

L : - - 0.0100 0.128+01 0.12E+01+0.974E—-03
to have positive imaginary parts. The possible exce_pt|0n cor- 10200 0.11E 401 0116+ 0L+ 0.148E — 02
responds to the pole that represents the subsonic bending g y39g 0.11E + 01 0.11F + 01+ 0.134E — 02
wave propagating in the positivedirection, which will be 0.0794 0.10B+01 0.11E& + 01+ 0.541E— 03
designatedy, . In the exact formulation, this pole is real and ~ 0.1585 0.10E+01 0.10E+01+0.424E—04
positive when the plate bending modulus is real. Because the g-gégi 8-182*81 8-18%*31* 8-3?15*82

; ; f ; : - . .10E+ . +01+0. -

IZ_)|P_erna—Fe|t RFA representation is baS|caIIy'ar.1 empirical 05012 0105401 0.10% + 01— 0.439E — 07
fit, it introduces a small real part to the acoustic impedance (7943 0.106+ 01 0.106 + 01+ 0.978E — 05

for subsonic real wave numbers; therefore, the pgjewill
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problems in this paper is a polynomi&Tl(y), and determi- 1, =
nation of its poles allows it to be written as the product of
guadratic factors
S+2
W(ry):—ﬂzbsj]:[l (yz_y]z). (5a) o e e et e e e e k — ah o h e+ et —— kot h — h—t ——
N Y
Because the actual variable of integration will beV_V is e ____.
rewritten as a function o
V, R
. S+2 ¢
W(y) == 0%s]1 [(a®+£7) =) »x
S+2 L
=—02%pg[] (a?-a®)=W(a), (5h) ~  mm e s s s s se———————--.
j=1

FIG. 1. Plate geometry.
wherea; =y’ — % and 8 is a constant parameter. The UHP
and LHP factors ofW(«), respectivelyW"' (a) andW (a),
can be found by inspection. These are given by Egg.and  VoPCIN(ap) J/[D(ep ) ]} explkapX)expikpy), — where
(6b), where{q;} are the UHP poles corresponding to the N(«)=N(Ve"+ %) and D(a)=D(Va?+p%). The

UHP poles{y;} as previously defined Wiener—Hopf analysis follows that of Ref. 6, but with
s changes in notation, normalization of wave number by
TN v . acoustic wave number rather than plate bending wave num-
Wie) @ bsjﬂl (atay), (63 ber, and use of the RFA for acoustic impedance. In what

Sio follows, the expikBy) dependence is suppressed.
_ The field scattered from the edge is described in terms of
— /= 02%p. —a
W () =y=0 ijl;[l (a=ay). 6D the scattered pressure fieRL(x), which is given in terms of

) ) ) B its as-yet unknown wave number spectrdm
It is convenient to define the factors so thét (—«)

=W"(+ ). Equationg6) automatically meet this condition tee .

whensS is an even integer, as it is for the calculations in this " s(X)= kJ_w J(e)explikax)da. (73

paper. WherS is odd, it can be satisfied by premultiplying . o

the right-hand sides of Eq$6a and (6b) by +i and —i, The associated scattered normal velocity is given by(Eu).

respectively. Vil K f”\] D(a) e .
S(X)_R o (a)wexm ax)da. (7b)

I1l. WIENER-HOPF PROBLEMS

These fields must jointly satisfy the coupled fluid—plate

The objective of this paper is to demonstrate the effec- . for platé.. which orod Ed8a. in which th
tiveness of the DiPerna—Feit RFA model for water-loaded®dUations for platé, which produces q8a), in which the

steel plates in Wiener—Hopf analyses. This will be done bySUbSC”ptL signifies platel
comparing results for representative configurations with  _j,m Kk [+= W, (a)
those of benchmark solutions. One class of problems consid- f_oc N(a)
ers a bending wave that freely propagates on one plate and is
incident upon the junction with another plate. The incident
wave satisfies the coupled fluid—plate equations for the firsTherefore

plate, but not for the second. The analysis involves deriving

a secondary field scattered at the junction that, in combina- WL(a)J(a):A(a) (8b)
tion with the incident wave, satisfies the equations for the ~ N(a) ’

second plate, and by itself satisfies the equations for the fir¥

J(a) explikax)da=0; x<O0.
(8a)

pC

hereA («) is a function ofa that is analytic in an LHP. The
cattered fields combined with the incident waves must also
satisfy the coupled equations for pld®e yielding Eq.(9a),

A. Two semi-infinite plates in which the subscripR signifies plateR and the plus super-
script onoz;L emphasizes that it is a UHP pole

plate. Procedures for fluid-plate problems are explaine
elsewheré;?® and only major steps will be given here.

Figure 1 shows two semi-infinite plates joined along
the line x=0. The plates are in contact with an acoustic_imekfm Vo pC 1 We(apl)

2w k. (a—a;L) D(ap)

fluid, either on one side onlye=1) or on both sides
(¢e=2), and a bending wave freely propagating on plate
L (x<0) is incident with angle ¢ on the junction J(a)Wg(a)
with plate R &>0). The incident plate normal velocity +W
is  Vgexpikap x)expikpy), where a, =1y, cose and

B=1vypLSing. The associated incident pressure field isTherefore

— o

pC

explikax)da=0; x>0. (9a)
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Vo pc 1 Wg(ap) J(a@)Wg(a)
2w kK (a—ap) D(ap) N(a)

whereU («) is a function ofa that is analytic in a UHP. The
left-hand sides of Eq98b) and (9b) may be factored into
UHP and LHP components, rearranged, and combined to
produce an equality of two expressions, one of which is ana-
lytic in a UHP and the other in a LHP, with a common strip
of analyticity. This leads to a solution fd(«), in which the
coefficients{B,} are constants whose values will be deter-
mined by the boundary conditions at the junction

max
Vo

a"N(a)
Ja)= 27TnEo BnWL(a)WR(a)

=U(a), (9b

Vo pC 1 WL(apL)WE(apL)

- FIG. 2. Power scattering coefficients for two plates clamped along the junc-

2mi k (a— a;L) D(apL) tion (normal incidenck Solid lines: RFA; discrete symbols: exact analysis.
N(a) 10
XWI(a)WF;(a) ' (109 waves,|V | and|V,|, can be found from the coefficients of

exp(—ikay, x) and expf-ikaprx), respectively. The power as-
sociated with a propagating bending wave of amphtL}dg
is |V |12 Re(Yp,)]; therefore, the power reflection coefficient

In this equation, max1 is the allowable number of coeffi-
cients, {Bn} The  requirement W, (a)Wg(a)

=W[ (—a)W4(— ) ensures that the correct result is ob- ;
tained as the plates become identical. The transform of the

scattered normal velocity field is given by EG.0b) |Vref
ref— V (126)
Gy L D@ Loh v
s(l@)= pc N(a) (@). (109 and the power transmission coefficient is
Four constants are required to satisfy the boundary con- |Vt2r| REY,(B)]
ditions at the edges of the two plates at their junction, and ‘Ptr:m RAY. o B)] (12b
0 pr(B)]

this must equal the number of constants allowed through
consideration of pressure requirements. From the definitionghe Fourier transform of the total plate bending velocity
of W(a), N(a«), and D(a) it can be seen that field over the entirx—y plane is given by Eq(138 and the
[a"N(a) //[W, (a)Wg (@) ]— a"a®; |a|—=. Continuity radiated power can be independently calculated using Eq.
of pressure as a function &frequwes that max be 4, but this (13b)
leads to five undetermined constants. An additional require- — —
ment, discussed in the Appendix, is that the derivative of V(@) =Vy(a)+2mé(a—ap), (133
pressure with respect to also be continuous. This reduces Ny N(a)
max to 3, and the number of constants to four. I1,,4=27kpcC |V2( )IRe{

The total plate velocity field is given by E(L1) -2 D()

v(X)=Voexpiika,)

da. (13b)

Because Reg, )>1, the |nC|dent plate velocity does not con-
tribute to the radiated power, and E43b) may be replaced

k [+e D(a) by Eq.(14a. The radiated power coefficient is given by Eq.
+ f J(a) ——explikax)da. (11 (14b)
cJ- N(a)
The two plates will each be assumed to be clanped zero I,.=2mkpc | "1’ﬂ2| vg(a”R{M de, (143
normal velocity and zero slopeat their junction. It can be —V1-p2 D(a)
shown that, becaus¥y(a)— [a"D(a)]/[W, (a«)Wg(a)] I,ag
"a* as , the coefficients3, andB; both vanish, V0™ : (14b
—ala |a{|—>00 2 3 rad V%/{z RquL(B)]}

and that if the coefficient8, and B, are chosen to satisfy
the boundary conditions on plate they will automatically This model was used to compute power scattering coef-
do so for plateR. These coefficients can be determined byficients for joined clamped steel plates with water on one
using Eg.(11) to compute the velocity and slope of each side. The incident bending wave originated on plate
plate asx—0 for that plate. The integrations can be per-which had half the thickness of receiving pld@e Figure 2
formed using the theory of residues. BPor 0 (plateR), the  shows RFA results as a function 8f, for normal incidence
UHP poles are included and for<0 (plate L), the LHP  (8=0), along with results previously reported in FigaBof
poles are used. Ref. 6. Figure 3 shows RFA results as a function of angle of

When the coefficient8, andB, have been determined, incidencee [ 8=Re(e,)sing] for 1 =0.3, with compari-
the amplitudes of the reflected and transmitted bendingons to results taken from Fig(a} of Ref. 3.
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~REFLECTION --

0.01 : : i kﬁ ; i : : ! 0.1
0

40 50 60 70 80 90
¢ (deg)

) o ~ FIG. 4. Power scattering coefficients for semi-infinite plate with rigid baffle
FIG. 3. Power scattering coefficients for two plates clamped along the juncextension(normal incidence Solid lines: RFA; discrete symbols: exact
tion (oblique incidenck Solid lines: RFA; discrete symbols: exact analysis. analysis. Open symbols: clamped edge; filled symbols: simply supported
edge.

B. Semi-infinite plate with rigid baffle extension

s
If plate R is replaced by a rigid baffle, the normal ve- D*(a)=1bg Hl [a+ (&~ B2)], 17

locity vanishes foix>0. The wave number spectrum of the I~

scattered pressure field, for this condition may be obtained where Irrh\/(éjz—ﬁz)PO.

from Eq. (109 by considering the mass density of pl&eo Upon combining Eq(10b) with Eq. (15), it can be seen

become arbitrarily large. The coincidence frequency of platéhat the component o¥/s(«) corresponding to the second

R then increases without limit so th&@—0 for any finite  expression on the right-hand side of E4j5) behaves ag 3

frequency, andrr—0. As these limits are reache@g(y)  Or [a|—=, and its contributions to the normal velocity and

Iy P slope are each continuous acress0. Therefore, if the edge
—D(), Wr(a)=D(a), andJ(a) is given by Eq.(15) of plateL is clamped(zero normal velocity and slopeboth
Vo max a"N(a) B, and B; vanish; if the plate is simply supporte@ero
J(a)= o Z Bnm normal velocity and bending momenB, vanishes an®, is
n=0 L needed to satisfy the requirement on the second derivative of
Vo p¢ 1 W (ap)D (ap) plate displacement. N _
Tom K (a—a,) D(arg,) Power scattering coefficients of a baffled steel plate with
pL pL water on one side, for both clamped and simply supported
N(a) edge conditions, are presented in Fig. 4, along with results
m- (15 from an exact formulation.

Two arbitrary constantdB,} are required to satisfy the C. Semi-infinite plate with pressure release extension
boundary conndltlons alfng the edge Ofn thf platexat0. If plate R is replaced by a pressure release surface, the
Because [a"N(a)J[[W[ ()D " (a)] — a"/a”; |a|—%,  pressure vanishes for>0. The wave number spectrum of
continuity of pressure allows max to equal 2, but the addiyhe scattered pressure fiell, for this condition may then be
tional requirement of continuity of pressure derivative with gpiained from Eq(10a by considering the thickness of plate
respect tox further limits MAX to 1, so that the allowable R ig pecome arbitrarily small. In this limityr—, and
coefficients are8, andB; . _ Wg(a)—ieogN(a). The factorieog may be disregarded
The UHP and LHP factors db(«) are obtained from  pecause its square root can be absorbed into the arbitrary
the zeros ofD(y). Let D(=¢;)=0, j=1, S, where Im§)  coefficients{B,,} in the first expression on the right-hand

>0. Then side of Eq.(10a, and is common to both the numerator and
s denominator of the second expression. The limiting form of
5( 7)=bsH (yz_gjz), (163 Eq. (109 for a pressure release surface is given by @8)
=1 max a"N(a)
=0 -7
. J<“>—2m§o B W (@N (@)
D(@=bsl] [o*~ (5] (16b)

Vo pC 1 Wt(apL)N_(apL)

T o 1 +

Because is the limiting form of W, its factorization must 2w kK (a—ap) D(apL)
follow the same conventior ~(— a)=D " (a). Therefore,

whenS is an even integer, as it is for the RFA approximation L_
used in calculations for this paper W (a)N™(a)

(18
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1 r0-0-0-0-0-0~ ] 0= wave, the real part of the wave number is positive, but the
REFLECTION | i i1 ii P S o) imaginary part can turn out to be positive or negative. Re-
S R gardless of the sign of the imaginary part, this pole must be
0.1 e — associated with the UHP and its negative with the LHP.
- { i | RADIATION: The RFA of the acoustic impedance behavegyag| for
v : ' large ||, while the exact impedance behaves|as'|. The
0.1y consequence of this difference is that, based on the require-
ment of continuity of pressure, there appear to be three arbi-
5 oot trary constants for satisfying the plate boundary conditions at
’ each edge, in contrast to the two that are needed. This issue
is resolved by considering the additional requirement of con-
0.0001 I8 R EREE R EEEE tinuity of pressure derivative along the plate, as discussed in
0.01 0.1 1 the Appendix.
Q Assuming no power dissipation within the junction of

the plates, the power scattering coefficients theoretically sum
FIG. 5. Power scattering coefficients for semi-infinite plate with pressureyq unity, and one of the coefficients should be obtainable
release extensiofnormal incidence Solid lines: RFA; discrete symbols: .
exact analysis. Open symbols: clamped edge; filled symbols: free edge. from the other two. It is recommended, however, that for
both the exact and approximate formulations, each be calcu-

Two arbitrary constants are again required to satisfy théated independently. This not only pr0\_/|des a check on th_e
boundary conditons along the edge. I?)ec(,iu‘,c‘eorocedure, but prevents computational inaccuracies from dis-

[a"N(@) V[W, (@)N(@)] — aVa® |a| -, max may to”'rﬁ]thfﬁ results. o al § ineident subson
equal 1 and the allowable coefficients &g andB;. Note bendi e lllustrative gxa;]mp els al assumed inci em ng sonic
that the pressure derivative will be discontinuousxatO. ending waves, and the calculations were restricte€ o

This is expected for this configuration, as discussed in the<1 because the RFA pole corresponding to the subsonic

wave cannot be uniquely identified above the coincidence

Appendix. f If plateR is thicker than platd., so thatQ, <1
The UHP and LHP factors ofl(«) are given by Eq. bre:qger;c)l/. ?a;[h 'Sfﬁ 'Cj[_ ert ‘Zn p;t t'7 sot ;t L ;
(19), in which = 4;, j=1, S—1 are the values ofy for ut Qg>1, only the reflection and radiation coefficients can

be directly determined.
Because the formulation is in terms of polynomials, and
evaluation of integrals is in terms of residues, quantitative

which N(y)=0, In’{\/(,ujz—/s’Z)J>0, and the factors-i are

necessary to sét (—a)=N"(a) becauses—1 is an odd

Integer solutions are much faster than for the exact analysis. There-
_ (5-1) , fore, if power scattering coefficients are needed within a
N™(a)==*ivas-1) Hl [a®\(uf—B2)]. (19 larger problem, they can be calculated as required with

j=

known parameters, rather than precalculated for a set of ex-
A pressure release extension is automatically creategected parameters and accessed by table lookup, as had been
when the same acoustic fluid is present on each side of suggested in Ref. 6.
semi-infinite plate without a baffle extension. Power scatter-
ing coefficients of a steel plate with water on both sides, for

both clamped and free-edge conditions, are presented in Fiﬁ‘.CK'\'OWLE':)GMENTS

5, along with results from an exact formulation. This work was supported by the Office of Naval Re-
search under the Surface Ship Flow Noise Task: Mr. Stephen

IV. DISCUSSION C. Schreppler, Program Monitor. | am grateful to my col-

The objective of this paper was to illustrate the appnca_league Dr. Daniel DiPerna for providing the RFA coefficients
tion of the DiPerna—Feit RFA for planar acoustic impedancéisted in Table I and for helpful comments regarding the
to the solution of Wiener—Hopf problems for fluid-loaded analysis and manuscript.
plates. Figures 2—-5 show good agreement between results
obtained using th'is approximation and tho;e obtained Wiﬂ)kPPENDlX: CONTINUITY OF PRESSURE DERIVATIVE
an exact formulation for several representative problems.

The key feature of this formulation is that the kernel If the normal velocity is finite and continuous for &)
functions that appear in the integrals are polynomials thai